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Preface

Future communication networks aim to build an intelligent and efficient
living environment by connecting a variety of heterogeneous networks to
fulfill complicated tasks. These communication networks bring significant
challenges in building secure and reliable communication networks to address
the numerous threat and privacy concerns. New research technologies are
essential to preserve privacy, prevent attacks, and achieve the requisite
reliability.

This book studies and presents recent advances reflecting the state-of-
the-art research achievements in novel cryptographic algorithms, intrusion
detection mechanisms, privacy preserving techniques and reliable system
protocols. It is ideal for personnel in computer communication and networking
industries as well as academic staff and collegial, master, Ph.D. students in
computer science, computer engineering, cyber security, information insur-
ance and telecommunication systems.

The book is organized into four parts. Part I presents to two novel schemes
to preserve privacy in wireless ad hoc networks. In Part II, three creative
approaches to detect instructions, service violations, and vulnerabilities in
various networked systems. Part III introduces four interesting algorithms to
improve security. One chapter evaluates a set of encryption tools in cloud
computing. The other chapter designs encryption algorithm for low-energy
devices. How to construct secrecy is also discussed in this part. Finally,
reliable system design mechanisms are demonstrated in Part IV.Three different
routing protocols are presented to improve the reliability and robustness in the
communication. A prediction scheme is proposed to ensure Quality of Service
in IEEE 802.11.

xv
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to Increase Base Station Anonymity
in Wireless Ad Hoc Networks
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Abstract

Wireless ad hoc networks have become valuable assets to both the commercial
and military communities with applications ranging from industrial control
on a factory floor to reconnaissance of a hostile border. In most applications,
nodes act as data sources and forward information to a central base station
(BS) that may also perform network management tasks. The critical role
of the BS makes it a target for an adversary’s attack. Even if an ad hoc
network employs conventional security primitives such as encryption and
authentication, an adversary can apply traffic analysis techniques to find the
BS. Therefore, the BS should be kept anonymous to protect its identity, role,
and location. Previous work has focused on countering the threat of traffic
analysis at the network and link layers. In this chapter, we promote a new
methodology in which countermeasures are applied at the physical layer.
Basically, distributed beamforming is applied to prevent an adversary from
associating communicating nodes and make traffic analysis inconclusive. We
demonstrate that our distributed beamforming-based technique is effective at
boosting the BS anonymity. We further show that the increased anonymity
and corresponding energy consumption depend on the quality and quantity
of selected helper relays, and we present a novel, distributed approach for
determining a set of relays per hop that boosts BS anonymity using evidence
theory analysis while minimizing the energy consumption. The identified relay
set is further prioritized using local wireless channel statistics. The simulation
results demonstrate the effectiveness our approach.
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Keywords: Anonymity, Relay selection, Location privacy, Distributed
beamforming, Wireless ad hoc networks, Evidence theory, Traffic analysis.

1.1 Introduction

The continual advancement in wireless technologies has enabled networked
solutions for many non-conventional civil and military applications. In recent
years, ad hoc networks have attracted increased attention from the research
and engineering community, motivated by applications such as situational
awareness, asset tracking, and border protection [1–4]. Ad hoc networks
are particularly well suited for automated monitoring and command and
control applications that involve minimal human interaction; consequently,
ad hoc networking protocols must be as energy efficient as possible to
maximize the functional lifetime of the network. Wireless ad hoc networks
have become prevalent in a variety of applications that involve or employ
wireless sensor networks (WSN) and Internet of Things (IoT) [1, 5, 6]. A
WSN is composed of many sensor nodes, each with a processor, memory,
power supply, radio, and some variety of mechanical, thermal, biological,
chemical, optical, or magnetic sensor, deployed over an area to measure the
surrounding environment [7]. In most topologies, measurements collected by
each sensor node are forwarded to a central base station (BS). Similarly, the
notion of IoT seeks to equip many conventional data collection and control
devices with wireless communication capabilities to enable the networking of
these devices to serve new applications [1, 5, 6]. The operation model of many
IoT applications involves the dissemination of data collected by the various
devices over multihop paths to a BS that processes the data. In both cases,
the data carried by the network may be sensitive, and thus, preventing data
collection or data delivery may be of interest to a nefarious adversary.

In wireless ad hoc networks, the BS represents a natural focal point, due
to its unique role, for an adversary that seeks to disable the network with the
least effort. That is, the adversary assumes that achieving a denial of service
(DoS) attack against the BS would cripple the larger network since the BS
not only serves as the data sink, but also provides other basic control and
management features such as protocol synchronization, serves as a gateway
to other networks, and passes operator notifications; without these services, the
network ceases to function. Such a special role makes the BS a critical node to
ensure proper operation of the network.An adversary can nullify the value of a
network by simply disrupting or physically damaging the BS. Any disruption
of the BS will negatively degrade the network utility with negative effects
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ranging from loss of unprocessed data to a complete shutdown of the network.
Prior to an attack, the adversary must first distinguish the BS from other nodes
in the network and discover its location. The most successful protection for
the BS against a malicious adversary’s attack is to remain anonymous in role,
identity, and location and therefore thwart the adversary’s attempts to uniquely
pinpoint the BS; however, such protection is not provided by conventional ad
hoc security mechanisms [8]. The majority of research in the field of anonymity
to date has focused on routing algorithms that attempt to hide true routes from
source to sink [9]. Although anonymous routing methods may largely mitigate
the threat of discovering data paths based on an inspection of packet headers,
these approaches do not mitigate the threat of an adversary that may deduce
significant information by analyzing link layer, pairwise node relationships
from which the location and role of the BS can be inferred [10, 11].

From an adversary’s point of view, the problem of finding the BS location
is facilitated by the inherent traffic pattern in the network. The primary flow
of traffic is from all nodes toward the BS over multihop paths [1]. In the
case of a WSN, as sensor nodes monitor the surrounding environment for
events such as motion, acoustics, temperature, light, and pressure, they report
events to the BS over wireless links using multihop routes to conserve their
limited onboard energy supply. The natural ingress of traffic destined for the
BS creates a confluence in the area surrounding the BS as the nodes close to
the BS transmit comparatively more packets than other nodes. The presence
of increased traffic in the vicinity of the BS becomes noticeable to a passive,
eavesdropping adversary. We illustrate this behavior in Figure 1.1, where the
area surrounding the BS is shown as a red “hotspot” of increased traffic flow.
In Figure 1.1, the ad hoc network is a WSN monitoring two events, a fire
and an intruder. These events generate alarm messages that are forwarded
toward the BS. In Figure 1.2, we illustrate the result of applying an ideal
anonymity-boosting technique to the scenario illustrated in Figure 1.1 such
that the adversary no longer observes a hotspot of activity, but instead is forced
to randomly select the BS from one of the nodes in the network. Anonymity-
boosting techniques remove the concentration of traffic around the BS, and
consequently, the adversary is unable to distinguish the BS. In this example,
the result of applying the proposed techniques is obfuscation of the true path
endpoints (i.e., the BS).

In [12, 13], we leveraged distributed beamforming as an anonymity-
boosting technique to successfully increase the BS anonymity. Distributed
beamforming has recently received attention as a method for improving the
communication range, data rate, energy efficiency, reducing interference in
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Figure 1.1 Example ad hoc network with low BS anonymity.

Figure 1.2 Example ad hoc network with high BS anonymity.

distributed wireless networks, and physical layer (PHY) security [14, 15]. In
distributed beamforming, multiple network nodes cooperate and share their
single antennas to form a virtual, multiantenna system. In wireless networks
that employ distributed beamforming, multiple nodes transmit simultaneously,
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accounting for wireless channel conditions, and precisely control the signal
phase, such that all signals constructively combine at the destination. For
example, under ideal conditions, N transmitters that send identical messages
using equal power while incurring equal path loss when transmitting to a
common destination will achieve a factor of N increase in power and signal-
to-noise ratio (SNR) at that destination. This property has been demonstrated
to increase BS anonymity when applied to a wireless ad hoc network using
our distributed beamforming protocol for increased BS anonymity (DiBAN)
[1, 12, 13]. We illustrate a distributed beamforming system delivering a single
transmission to the BS in Figure 1.3.

A fundamental requirement of distributed beamforming is the ability to
recruit a set of helper relay nodes Rj ∈ L at each hop, where the cardinality
of the relay set |L| specifies the number of participating relays; however, there
are no suitable relay recruitment approaches for wireless ad hoc networks
that consider the trade-off between anonymity and energy consumption. In
this chapter, we present a novel relay selection approach that increases BS
anonymity by iteratively recruiting relays within a configurable transmission
range of each hop on the data route such that the energy advantage of
distributed beamforming is sustained. We demonstrate that by maintaining
transmission power during relay recruitment below levels that reach the next-
hop destination Di, we boost BS anonymity over a wide range of |L|. Our
relay selection approach uses the node density in the direction of the next-hop

Figure 1.3 Illustration of distributed beamforming nodes directing transmissions toward
a BS.
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destination Di to determine a target number of helper relays to be recruited
while controlling transmission power levels to prevent the adversary from
collecting evidence that implicates the true BS location. Our relay selection
approach incorporates channel state information (CSI) measurements to select
Rj ∈ L corresponding to the |L| highest gain paths to most reliably reach
Di. We present simulation results that validate the effectiveness of our relay
selection algorithm.

This chapter is organized as follows: Section 1.2 describes anonymity
metrics and antitraffic analysis measures. Section 1.3 discusses the system
and adversary models including the adversary’s evidence theory (ET) analysis
framework. Section 1.4 summarizes the DiBAN protocol to increase BS
anonymity. Section 1.5 presents an anonymity-aware relay selection algo-
rithm. Section 1.6 reports the validation results. Finally, Section 1.7 concludes
the chapter with a summary and a list of topics in the area of anonymity that
are worth further investigation.

1.2 Anonymity Definition, Metrics, and Contemporary
Measures

This section surveys published work on the topic of anonymity and highlights
the aspects of distributed beamforming on which the community has focused.
We divide this section into two subsections: BS anonymity definition and
assessment and antitraffic analysis techniques.

1.2.1 Anonymity Definition and Assessment

Anonymity can be defined as the state of being not identifiable within an
anonymity set SU (t) at a given time t [11, 16]. The anonymity set SU (t)
comprises all K entities in the system that are still not deciphered or classified
as non-suspect by the adversary. All K elements that compose SU (t) should
have similar characteristics such that prior to network analysis the adversary
cannot do better than randomly selecting an element κ ∈ SU (t) as the BS with
probability pκ = 1

|SU (t)| [16]. At a time t following the interception of trans-
mitted packets and further analysis, the adversary may update probabilities
pκ to indicate additional confidence gained as to which element κ is the BS.
Anonymity is defined from the adversary’s perspective and is dependent on
the adversary’s knowledge at time t and his or her ability to adapt. Therefore,
depending on the adversary’s level of sophistication, an entity may achieve a
different level of anonymity relative to an adversary’s capabilities. There are
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two classes of adversary that are frequently referenced in the literature: the
global adversary that has the capability to eavesdrop on the entire network at
any time instant and the local adversary that can eavesdrop only on nodes in
a small region [16].

When applied to a communication system, anonymity refers to concealing
the properties of the nodes that compose an ad hoc network [11]. In this context,
anonymity may be applied to the identity, location, or role of a node κ within
the network. We define these three anonymity attributes as follows:

1. Identity anonymity: When there is more than one entity in a system,
each is referred to by a unique name. In the context of a network,
nodes are identified by a static MAC address and a dynamic Inter-
net Protocol (IP) address. Thus, achieving identity anonymity requires
preventing an adversary from obtaining the addresses associated with
particular network nodes. In many situations, it is advantageous that a
node’s identity not be revealed to an external or, in some cases, even
internal entities, to avert security attacks on the entity or to protect its
privacy [11].

2. Location anonymity: The concealment of a node’s position at time t is
termed location anonymity. An adversary may be interested in locating a
particular node κ ∈ SU (t), regardless of its identity. For example, con-
sider a border protection scenario where no trespassing of any entities is
allowed. In such a scenario, the identity of entities is irrelevant. There is a
clear distinction between identity and location anonymity; for example,
the adversary may know the IP address of a mobile node without being
aware of its location. Conversely, in an ad hoc network, an adversary
may employ signal detection and traffic analysis techniques to estimate
the position of a node without determining its identity [11].

3. Role anonymity: Role anonymity refers to hiding the particular activities
of nodes within the network. For example, a node may be a gateway to the
larger network, a node along a critical route, or a BS that provides protocol
and time synchronization and resource assignments. The importance of
some nodes within the network elevates the need of such anonymity. Both
location and role anonymity, as applied to the BS node, are the primary
types of anonymity considered in this chapter.

A number of quantitative metrics have been proposed to evaluate the
anonymity level of the BS and the effectiveness of antitraffic analysis
measures. The following are the popular metrics used for quantifying the
anonymity of a network node:
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Entropy: Serjantov and Danezis [17] and Diaz et al. [18] proposed using
entropy as an anonymity measure based on Shannon’s work in information
theory [19]. An adversary attempts to identify the BS by dividing the network
deployment area into NC cells and assigns to each cell a probability that
it contains the BS. Let the probability at time t that a cell i contains the
BS be pi. Then, the entropy H(x) of the network at time t is defined as
Ht(x) = −∑NC−1

i=0 (pi log2 pi). Initially, each cell has an equal probability
of containing the BS, i.e., each cell will have probability of 1

M . Hence, the
maximum initial entropy of the system is Hmax(x) = log2(NC), which
represents the highest achievable level of anonymity because the adversary
must randomly select the cell that contains the BS from a set of NC cells.

The degree of anonymity is defined as the ratio dt = Ht(x)
Hmax(x) . By analyzing

the network traffic, an adversary learns new information about the cells and
the probability assignments correspondingly change at each time step t and
updates dt. When the adversary successfully identifies the cell containing the
BS, the probability of that cell becomes 1 and dt becomes 0. It is important
to note that entropy is a measure of anonymity for the entire network that is
weighted based on the probabilities pi derived by a global adversary. Achara
and Younis [11] specify a method for the adversary to update pi at each time t
based on the number of transmitted packets observed in each cell, Pi(t). The

entropy at time t is therefore given by Ht(x) = −∑NC−1
i=0

(
Pi(t)
T (t) log2

Pi(t)
T (t)

)
,

where T (t) =
∑NC−1

i=0 Pi(t), the total packets observed by the adver-
sary in all cells at time t, and the anonymity of the BS is measured as
dt = Ht(x)

log2NC
[11].

GSAT Score: Deng et al. [20] proposed the GSAT score as an anonymity
measure that relies heavily on the fact that due to the multihop routing, the
area in the vicinity of the BS exhibits more frequent packet transmissions than
the rest of the network. The GSAT score is used to measure how quickly an
adversary detects the BS based on observations from a local eavesdropper who
starts at a random position and monitors traffic within the adversary’s local
reception area. The local adversary attempts to identify the BS by dividing the
ad hoc network deployment area into NC cells. In a greedy way, the adversary
moves to the area with the greatest radio transmissions and receptions, hoping
to find the BS. If the adversary becomes trapped in local maxima that do
not contain the BS, he or she moves in a random direction and resumes the
search based on the observed traffic. The algorithm continues until the BS
is found, which assumes a secondary method of BS confirmation such as
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visual inspection. The number of hops until reaching the BS represents the
GSAT score and is indicative of the adversary’s required effort.Alarge number
of hops indicate that it is difficult for the adversary to locate the BS since the
network traffic is more evenly distributed.

To make the GSAT analysis more robust in an ad hoc network where
confirmation of the BS through visual inspection is not possible, researchers
have proposed GSAT extensions [21]. The modified version of GSAT counts
the number of total adversary moves ℵ and the number of times the adversary
selects an individual cell i as νi to determine the GSAT score G(i, t) = νi

ℵ
at time t. The GSAT score for all cells at time t should sum to 1 (i.e.,∑NC−1

i=0 G(i, t) = 1). GSAT identifies hotspots of transmission activity in
the ad hoc network and allows the local adversary to focus on areas that are
more likely to be of interest for traffic analysis. Intuitively, an adversary may
conclude that a cell i that is visited more frequently than the other cells likely
contains the BS [21].

Belief: Huang [10] first proposed evidence theory (ET) as a network traffic
analysis model for measuring anonymity in ad hoc networks. In this model,
the global adversary considers each captured packet as an evidence of a
communication link between a source Si and a destination Di. The adversary
applies ET by observing the network over a period of time, considering all
possible recipients of a transmission, correlating the detected transmissions,
and accumulating evidences that implicate a certain node as the BS. Typically,
two pieces of prior information are required by the adversary to apply ET: a
method to localize all transmitting nodes and an understanding of the RF
propagation environment such that the adversary can determine which nodes
are within the reception range of all transmissions based on RSS. The Belief
metric is a statistical measure derived from the collected evidences and reflects
the adversary’s confidence that the BS is located in a certain region. ET has
received attention from researchers because it provides a global adversary
analysis framework that identifies a node or cell with the highest likelihood
of containing the BS. ET and the associated Belief metric are the fundamental
methods used in this chapter to evaluate BS anonymity. We discuss ET and
the Belief metric in detail in Section 1.3.3.

1.2.2 Antitraffic Analysis Measures

A variety of researchers have proposed techniques to improve either source
or sink (BS) anonymity of a network. While BS and source anonymity are
fundamentally different problems that often have conflicting design goals,
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there is value in surveying source anonymity techniques to gain insight
into how these approaches may be applied to or impact BS anonymity.
The primary design objective for source anonymity measures is to reliably
and efficiently deliver information from source to sink while preventing
the adversary from uncovering the identity and location of packet sources.
Published source anonymity techniques have focused on a “panda–hunter”
scenario, where an animal poacher plays the role of the adversary and seeks
to determine the location of a mobile, tagged panda [22]. In this context,
the objective of source anonymity measures is to mitigate the poacher’s
threat to a panda. The traffic analysis countermeasures proposed to improve
the source anonymity have taken the form of traffic-shaping methods that
employ routing loops, the establishment of virtual, fake data packet sources,
and random triggering of transmissions to confuse the adversary [22–24].
Source anonymity techniques are not typically applicable to the problem of BS
anonymity under the accepted ET attack model. This is because ET analysis
makes the basic assumption that the source of a transmission is known, an
assumption that is not upheld when source anonymity techniques are applied
to the network [10, 11, 24–26]. While source anonymity techniques are not
directly applicable to improving sink anonymity, they are referenced here for
completeness as they represent the foundation of work in the general area of
anonymity.

Foundational work on the topic of BS anonymity has primarily focused
on link layer and network layer techniques, especially routing approaches
to increase an adversary’s ambiguity. A number of techniques have been
proposed to increase the ambiguity of a network’s topology as observed by an
eavesdropper performing traffic analysis such that identifying the BS location
becomes more difficult [20, 27]. For example, Deng et al. [20] proposed a
set of techniques that make the traffic pattern appear more dispersed and
introduce random fake paths to confuse the adversary starting from random
positions in the network. While such an approach confuses a local adversary,
a global adversary applying traffic analysis to the network would still be able
to identify the BS [11]. Conner et al. [27] propose a decoy BS that diverts
the adversary’s attention away from the real BS. All data packets are first
forwarded to the dummy BS and then re-routed to the real BS. Mehta et al.
[28] goes further to propose the creation of multiple fake sinks that are spread
evenly throughout the network. The concept of a decoy BS implicitly requires
that the decoy node has comparable processing and storage capabilities to the
true BS. Furthermore, in the case of a single decoy BS, the adversary may still
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achieve his or her goal of disabling the network by identifying and attacking
the decoy [11]. While the adversary’s threat is somewhat mitigated by the
use of multiple decoy BSs, the adversary may still disable the network by
attacking all decoy BSs, which represent a smaller set of targets than all nodes
SU in the network.

Acharya and M. Younis [11] proposed two techniques to boost the BS
anonymity level. The first technique requires that the BS retransmits a subset
of the packets it receives with different time-to-live in terms of the number
of hops these packets are relayed. The goal is to make the BS appear to the
adversary as any other node. The second technique assumes a mobile BS that
can relocate itself to a more secure location [11]. Techniques proposed in
[22, 29, 30] increase anonymity by strategically inserting deceptive packets
into the network such that the perceived traffic flow by the eavesdropping
adversary is manipulated and attention is directed away from the BS. Mean-
while, the approach of [31] opts to increase the computational complexity
of an adversary’s ET-based analysis by increasing the transmission power
used by all target network nodes. While these techniques have been shown
to increase the BS anonymity, they primarily considered an adversary that
analyzes data traffic; the impact of inherent traffic patterns associated with
control traffic on anonymity has rarely been addressed. Furthermore, because
prior antitraffic analysis techniques exist at the link layer and above, novel
PHY techniques to boost BS anonymity provide an exciting opportunity for
cross-layer antitraffic analysis measures. Our DiBAN approach has distinct
advantages over the aforementioned network and link layer antitraffic analysis
techniques that we describe in detail in Section 1.4. Figure 1.4 summarizes
published anonymity-boosting approaches and opportunities for cross-layer
enhancement.

1.3 System Assumptions and Attack Model

In this section, we highlight the underlying capabilities of the ad hoc net-
work and the assumed attack model used to evaluate the BS anonymity
throughout this chapter. We also describe the basic assumptions associated
with our network model to incorporate distributed beamforming, which
are consistent with the related literature. In Section 1.3.3, we provide a
detailed description how evidence theory is used by the adversary for traffic
analysis and the associated Belief metric that is used to evaluate the BS
anonymity [10, 32].
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Figure 1.4 Summary of anonymity-boosting approaches and cross-layer enhancement
opportunities.

1.3.1 Network Model

We consider a typical homogeneous ad hoc network model where all nodes
have similar capabilities including battery life, computation capacity, radio
type, and network protocols. The BS serves as a sink of all data traffic
originated at the nodes. Only one BS is present in the network. We assume
that nodes know their positions relative to the BS and their neighbors [10, 11].
Furthermore, nodes know the transmission power level required to reach
all direct (next-hop) neighbors. Least cost, multihop routes are pursued for
delivering data frames to the BS, where the required transmission power to
reach each destination is used as the link cost. This limits the communication
overhead required by any single node since communication is the primary
source of energy consumption in a node [33]. The onboard radio is assumed
to use matched filter receivers that make received symbol decisions based
on the received energy in a symbol period [33–35]. We also assume that all
nodes and the BS use omnidirectional antennas and that the RF propagation
environment is characterized by the Friis free space path loss equation,

�FSPL = (4πd)2

λ , where λ represents the wavelength and is related to the
speed of light c = 3 × 10−8 m/s and carrier frequency f by c = λ

f
[33]. This assumption establishes a node’s method for determining the nodes
from which it can receive transmissions and could be augmented with other
propagation models with no modification to the PHY and MAC antitraffic
analysis measures that we consider in this chapter [33].
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Precautionary measures are assumed to be employed in the design and
the operation of the BS to avoid exposing it to the adversary. For example,
a BS maintains a transmission power level equivalent to other nodes in the
network and limits its involvement in control and management traffic such as
new route discovery, in order to keep itself undistinguishable via RF analysis
from other nodes. The BS sends periodic beacons into the network of frame
length equivalent to other message sizes using a random transmission power
level selected from a uniform distribution on the interval of power to reach
its single- and double-hop neighbors. These periodically transmitted beacons
prevent the BS from standing out as a receive-only node within the network.
We assume that physical camouflage techniques have been applied to the BS
such that an adversary cannot identify it visually, even if he or she is in the
vicinity of the BS [28]; hence, the BS may only be located using traffic analysis
(i.e., evidence theory).

Unless otherwise stated, we assume that all transmissions contain
encrypted headers and payloads. We assume a time division multiple access
(TDMA) MAC protocol with sufficient time synchronization to operate all
nodes within a tolerable guard time of slot boundaries. Such synchronization
precision is well within the specified performance of ad hoc network timing
protocols such as reference broadcast synchronization (RBS), timing-synch
protocol for sensor networks (TPSN), or equivalent [33, 36, 37]. Furthermore,
we assume that sufficient TDMA timeslots exist to allow interference-free
coordination between all transmitters wishing to access the medium. No
specific PHY protocol is assumed for the target network; however, design
principles have been incorporated into the protocol stack to leverage the IEEE
802.15.4 PHY [38].

1.3.2 Adversary Model

The target ad hoc network is assumed to be carrying out critical tasks
that a highly motivated, well-equipped adversary is eager to disrupt. After
identifying and exploiting the BS, the adversary’s objective is to achieve a
DoS attack against the BS at all costs, including physically destroying the
BS. The adversary is assumed to be a completely passive eavesdropper with
global presence throughout the network [23, 28]. Such a global presence
could be accomplished practically by deploying antennas in the vicinity of
the target network. Under ideal conditions, the adversary has the ability to
localize the source and destination of all radio communication in the network
deployment area to the resolution of a square cell using well-known signal
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localization techniques such as angle of arrival (AoA) and the received signal
strength (RSS) [33, 39–42]. Although the adversary intercepts data frames,
it is assumed that the cryptosystem is sufficiently robust that the adversary
cannot apply cryptanalysis to recover the underlying payload or header
contents.

The adversary collects the following information about the target network,
which we represent as a 3-tuple (η, t, e), where η represents the adversary’s
location of interception, t represents the time of transmission interception, and
e represents the intercepted transmission in its entirety [23]. We acknowledge
the possibility that a motivated adversary may be able to determine that the
network is using antitraffic analysis measures and adapt the analysis in an
attempt to defeat them. We note, however, that our research results [11, 29, 31]
and those of other researchers [28, 43–45] have shown that there is not a single
countermeasure that provides sufficient protection to the network to prevent
a motivated adversary from adapting his or her attack strategy to defeat the
countermeasure. The DiBAN countermeasure is a physical layer approach,
and we show that it withstands conventional attacks using sophisticated
methodologies like ET when the adversary is unaware that the network
employs distributed beamforming as an anonymity-boosting technique. An
adversary would require additional information, e.g., from an insider, to learn
that distributed beamforming is employed and correspondingly extend his or
her attack model. Such a possibility is considered well beyond the scope of
this chapter.

1.3.3 Evidence Theory and Belief Metric

An adversary may use ET as a traffic analysis model to evaluate the BS
anonymity level. To apply ET to a network, the adversary first intercepts
all point-to-point transmissions, represented as evidence E(U), where U
represents a point-to-point link between two nodes, source Si and destination
Di. The adversary then derives composite paths by correlating all pairwise
evidences. An end-to-end path that contains two or more nodes is represented
by V and its associated evidence E(V ) is calculated as follows:

E(V ) = min
U⊆V

{E(U)}, |V | ≥ 2, (1.1)

where |V | represents the cardinality of end-to-end path V or the number of
nodes that compose the inferred path [10]. The normalized evidence m(V ) =
E(V )/

∑
E(V ) expresses the proportion to which all evidences collected by

the adversary support the claim that a particular element of the set of all nodes
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SU is part of the communication path V [10, 11]. The weighted Belief metric
B(u) represents the adversary’s confidence in the existence of a path of length
n that ends at a specific node u and is represented as follows:

B(u) =
∑

U |u⊆V

n m(U). (1.2)

The Belief metric is the method by which we assess the BS anonymity. A
small Belief metric corresponds to decreased adversary confidence or higher
anonymity in a BS location, and conversely, a larger Belief metric corresponds
to increased adversary confidence or lower anonymity in a BS location. The
Belief calculation can be computationally expensive since the number of
mathematical operations scales at the rate of the number of nodes SU factorial
in the network. We express this maximum complexity as follows:

max(Complexity) = O

(
SU∑
k=2

(
SU !

(SU − k)!

))
. (1.3)

We derive (1.3) from the fact that all paths of length |V | ≥ 2 must be
traversed by the adversary to calculate Belief over the full set of evidences.
The deployment of SU nodes can be viewed as a graph, where the total number
of evidences m taken k at a time is represented by m!

(m−k)! . Although many
evidences E(V ) may equal zero and simplify the adversary’s calculation, the
set of pairwise and derived evidences grows quickly with a large number of SU

nodes. To decrease the computational complexity of (1.3), we further impose
a restriction that the adversary partitions the target area into a M × M grid
composed of NC square cells, which is equivalent to relaxing the adversary’s
destination localization requirements to only the fidelity of a cell [11, 12,
31, 32]. In this case, the maximum number of computational operations is
reduced to scale with NC independent of SU , where we replace SU with
NC in Equation (1.3) and define a square cell to be of size Δ × Δ m2,
where Δ = M√

NC
, hence reducing the complexity of the Belief calculation to

max(Complexity) = O
(∑NC

k=2

(
NC !

(NC−k)!

))
.

Figure 1.5 shows an illustrative example of ET analysis applied to a seven-
node network, where the deployment area is partitioned into NC = 9 cells.
Two consecutive frames are transmitted, the first from cells 1 to 4 and the
second from cells 4 to 7. The adversary collects pairwise evidences and calcu-
lates the derived evidence for composite paths in Table 1.1. Table 1.1 shows
the adversary’s collected evidence over time, where evidence is collected first
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Figure 1.5 Example of an adversary applying ET.

for message m1 at time t1 and then for message m2 at time t2. The adversary
then calculates the derived evidence at time t3 based on the collection of
evidence generated by messages m1 and m2. The adversary may build an
adjacency matrix directed graph representation of the network filled with
source and destination evidences. We force the adjacency matrix diagonal
to be zero which imposes the physical constraint that a cell cannot transmit to
itself and prevents loops in the ET analysis.

After the adversary observes the network, he or she generates normalized
evidence m(V ). To generate m(V ), the adversary divides each evidence by
the total count of evidences at a given time instant. For example, in Table 1.1,
the adversary collected four evidences from the transmission of message m1 at
time t1, each with a count of 1. Since the adversary’s collection contains a total

Table 1.1 Collected evidence over time for the illustrative standard ET example
Transmission Evidence E(V ) m(V )
m1 at time t1 E(1, 4), E(1, 0), E(1, 5), E(1, 3) 1 0.25
m2 at time t2 E(4, 1), E(4, 5), E(4, 7), E(4, 3),

E(4, 0), E(4, 8)
1 0.1

Derived at time t3 E(1, 4, 7),E(1, 4, 5),E(1, 4, 3),E(1, 4, 8),
E(1, 4, 0)

1 0.066
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of four evidences, normalization at time t1 produces normalized evidences of
value 1

4 or 0.25. At time t2, the adversary’s evidence collection contains a
total of 10 evidences, each with a count of one. Therefore, normalization
at time t2 results in 1

10 or 0.1. At time t3, the adversary then correlates
the collected evidence and derives composite evidence for paths of length
|V | ≥ 2. At time t3, the adversary has collected 15 unique evidences, and
therefore, normalization produces unique evidences m(V ), each of value
1
15 or 0.066.

Once the adversary generates a set of normalized evidences m(V ),
Equation (1.2) is applied to determine the Belief metrics that can be used
to assess the BS anonymity. Each Belief metric B(u) is calculated using
the simplified cellular-based analysis, where u refers to one of the NC cells
within the adversary’s grid instead of a particular node. B(u) represents the
adversary’s confidence in the existence of a path of length n that ends at a
specific cell u. We provide a detailed example of calculating Belief metrics
B(u) in this nine-cell scenario in Appendix I. Figure 1.6 illustrates a notional
example of the adversary’s Belief metric calculation when the network being
evaluated employs no anonymity-boosting techniques. We simulated two
independent scenarios in this example with SU = 100 uniformly distributed,
randomly deployed nodes and an adversary evaluation grid containingNC = 9
cells, where the BS is located in cells 4 and 8. Figure 1.6(i) shows similar Belief
metrics for all cells except the one containing the BS, which is cell 4, indicated
by the large peak. Similarly, Figure 1.6(ii) shows relatively low-level Belief
for all cells except the one containing the BS, which is cell 8, indicated by
the large peak. Applying an effective anonymity-boosting technique to the
network under evaluation would reduce the BS cell’s peak (i.e., decrease the
Belief such that the anonymity is increased). The reader may also notice
that the Belief associated with cell 4 is higher than the Belief associated with
cell 8. This can be explained by the cell’s position within the adversary’s
analysis grid; cell 4 has eight adjacent neighbors, and therefore, the adversary
accumulates implicating evidence from all of its surrounding nodes. Con-
versely, cell 8 is protected in the corner of the adversary’s grid and only has
three adjacent neighbors to generate implicating evidence. Hence, the Belief
associated with cell 8 containing the BS is smaller than the Belief associated
with cell 4 containing the BS; however, the important observation from Figure
1.6 is not the absolute difference in the two peak values, but the fact that the
ET analysis produces an implicating peak for each scenario.

We remind the reader that a pairwise evidence is defined as existing
between two nodes, a source Si and a destination Di. The adversary may
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Figure 1.6 Notional anonymity Belief plot with BS in two different locations: (i) BS located
in cell 4 and (ii) BS located in cell 8.

only accredit evidences derived from intercepted frames when the source Si

is known and the destination Di can be determined. Specifically, the imposed
cellular-based analysis requires that the adversary determines a destination
Di within a specific cell before evidence E(Si, Di) is added to the set of
collected evidences. That is, if a source or possible recipient of a given
transmission is not determined to lie within a particular cell, the adversary
associates no evidence with that cell. This becomes an important point when
we evaluate the anonymity of a network that employs our DiBAN to boost its
anonymity.
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1.4 Distributed Beamforming to Increase
the BS Anonymity

In this section, we present a PHY approach called DiBAN that leverages
distributed beamforming [12, 13]. To the author’s knowledge, our DiBAN pro-
tocol represents the first time cooperative communication has been applied to
a wireless communication system for the purpose of increasing BS anonymity.
Researchers have generally considered cooperation in the context of multiple
input, multiple output (MIMO) systems and space–time coding algorithms
to improve the throughput or link reliability. Such work is not directly
applicable to resource-limited, single-antenna nodes, e.g., miniaturized nodes
that compose a wireless sensor network. Instead, distributed beamforming is
deemed applicable. Mudumbai et al. [46] presented an overview of the current
state of the art, challenges, and successful implementations of distributed
beamforming systems. In [14], the same authors describe a master–slave
carrier frequency synchronization architecture, which is leveraged in our
distributed beamforming protocol. Ochiai et al. [47] present an analysis
of the achievable directivity with N cooperating nodes. The distributed
beamforming beam pattern for N nodes is investigated when phase jitter or
estimation errors impair the cooperation process.

Although much of the distributed beamforming work to date has focused
on theoretical analysis, Quitin et al. [48] and Rahman et al. [49] present
practical implementations and analyses of distributed beamforming systems
using GNU radio and universal software radio peripheral (USRP). Oh et al.
[50] describes a practical cooperative transmitter experiment with GNU
Radio. These SDR implementations provide two features for supporting our
work: First, they demonstrate that practical implementations of distributed
beamforming systems are achievable using commonplace radio hardware,
and second, the proliferation of flexible SDR systems significantly lowers
the bar for a motivated global adversary to intercept and localize wireless
signals [50].

1.4.1 Overview of the DiBAN Protocol

As discussed in Section 1.2, like other traffic analysis countermeasures,
DiBAN requires additional overhead for signaling; however, this additional
energy load is shared between the source and helper relays such that each
node is able to decrease its transmission power. This decrease in transmission
power per node also reduces the overall level of interference in the network
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since the cumulative power for a given cooperative transmission does not
affect nodes outside of the distributed beam pattern. In this section, we
demonstrate that beyond its well-known benefits, distributed beamforming
also introduces error in the adversary’s localization of source nodes and
identification of pairwise source and destination relationships. These attributes
increase the BS anonymity and are applied to a wireless ad hoc network
through our DiBAN. Because the distributed beamforming countermeasure
exists at the PHY and link layer, it may be applied to an ad hoc network
combined with other higher-layer countermeasures to further boost the BS
anonymity.

Distributed beamforming exploits the broadcast nature of wireless trans-
missions since all frames destined for a particular receiver may be overheard
by neighboring nodes. As illustrated in Figure 1.7(i), these neighboring nodes
may serve as helper relays by cooperating with a given transmission source
Si such that the transmitted signal arrives at the destination Di from a diverse
set of transmitters. Because each relay Rj transmits the same message as
Si with precise time and carrier synchronization, the signals constructively
combine at the destination Di under ideal timing and carrier synchronization
conditions.

There are three primary components of a distributed beamforming system
that must be implemented. First, a cross-layer, distributed, relay selection
approach is needed that selects a set of relays with the best CSI measurements
to maximize BS anonymity while minimizing communication energy con-
sumption. This relay selection approach is described in detail in Section 1.5.
Second, timing synchronization is required. All participating helper relays
must initialize the transmission process according to a common time reference
such that the transmitted waveforms arrive in phase at the intended receiver.
The handshaking of DiBAN in addition to the underlying time synchronization
algorithm such as RBS and TPSN allows nodes to achieve relative time
synchronization by comparing message time stamps [36, 37]. Third, carrier
synchronization is required, whereby each relay Rj uses its internal phase-
locked loop to synchronize its local oscillator (LO) to an unmodulated carrier
transmitted by Si. Because each node has its own independent LO that is
not natively phase-locked to a common reference source, the transmissions
of the source Si and helper relay Rj will not add constructively at the desti-
nation Di and no beamforming gains are achieved without carrier synchro-
nization [14]. Thus, DiBAN allows the relay set Rj ∈ L to achieve carrier syn-
chronization with the source Si through the transmission of an unmodulated
carrier [12–14, 46].
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Figure 1.7 (i) Example of distributed beamforming in a network and (ii) DiBAN protocol
sequence diagram.

Figure 1.7(ii) illustrates a sequence diagram for the DiBAN protocol. Our
relay selection algorithm represents a novel approach to accomplish steps (A)
and (B), where the source Si begins by transmitting a “Relay Request” that is
broadcasted with transmission power P

Si,Rj

T to recruit a set of helper relays
L within Si’s transmission range. Each Rj responds to Si with a positive
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or negative acknowledgement, i.e., Ack/Nak, to indicate its availability to
cooperate. We revisit the topic of relay selection in detail in Section 1.5. Once
the helper relay set L has been established for a single hop, Si transmits an
unmodulated carrier in step (C), which allows the relay set Rj ∈ L to achieve
carrier synchronization with the source Si.

Once carrier synchronization has been achieved by Rj ∈ L, Si multi-
casts the data frame to be relayed with distributed beamforming to Rj ∈ L in
step (D). This multicast message contains a trigger time stamp for the precise
time that Si intends to transmit the cooperative message to destination Di.
Prior to the simultaneous distributed beamforming transmission, each relay
Rj weights its transmitted signal by a channel coefficient wRj ,Dibased on
CSI between Rj ∈ L and Di [12–14, 46]. Finally, in step (E), Si and Rj ∈ L
send a cooperative transmission to Di. The ideal received signal at Di is
represented by:

rDi(t) � rSi,Di(t) +
|L|−1∑
j=0

rRj ,Di(t)

= R
(
ASi(t)wSi,DihSi,Di

ej(2πfct+θ(t)+ϕ(t))
)

(1.4)

+ R

⎛
⎝|L|−1∑

j=0

ARj (t)wRj ,DihRj ,Di
ej(2πfct+θ(t)+ϕ(t))

⎞
⎠+ n(t),

where � is the real operator used for complex baseband notation, A(t)
is the baseband pulse shape, h is the channel impulse response, fc is the
carrier frequency, θ(t) is a phase modulation term, ϕ(t) is an aggregate
phase shift term, and n(t) represents the thermal noise present at receiver
Di [34, 35]. Upon the successful receipt of rDi(t), Di responds to Si with an
acknowledgement that the cooperative transmission was correctly received,
as illustrated in step (F). The Ack is overheard by Rj , and therefore, all
cooperating nodes are able to end their dynamic DiBAN relationship at the
ith hop. In the case where Si and Rj ∈ L do not receive Di’s Ack, one among
three retransmission modes may be employed [13]; however, to simplify the
presentation, we assume a wireless ad hoc network that implements ideal
distributed beamforming, and therefore, retransmission modes are beyond the
scope of this chapter.

The significance of (1.4) in the context of BS anonymity is that dis-
tributed beamforming allows the received signal component rSi,Di(t) from

Si’s transmission to be decreased by
∑|L|−1

j=0 rRj ,Di(t) and to maintain the



1.4 Distributed Beamforming to Increase the BS Anonymity 25

same effective non-cooperative received power level at Di when the phase
offset ϕ(t) is held constant. Distributed beamforming therefore prevents
the adversary from identifying the evidence E(Si, Di). More specifically,
if all transmitters Si and Rj ∈ L transmit only the required power to
reach Di at a specific SNR, each transmitter may decrease its power by
10 log(|L| + 1) dB.

1.4.2 DiBAN Illustrative Example

Figure 1.8 shows an example of the adversary’s ET analysis with and without
distributed beamforming applied to a seven-node network, where the target
deployment area is partitioned into NC = 9 cells. In Figure 1.8, the baseline
transmission is superimposed with the cooperative transmission from DiBAN
step (E) in Figure 1.7(ii). Table 1.2 presents the associated collected evidence
and Belief calculation at a single hop for the baseline and DiBAN cases, where
a node in cell 4 transmits a frame to a node in cell 7.

We compare the baseline results to the DiBAN case, where we show only
the cooperative step (E) in Figure 1.7(ii) which occurs after Si in cell 4 has

Figure 1.8 Example of an adversary applying ET to a network.
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Table 1.2 Collected evidence from baseline and DiBAN example
Transmission Evidence E(V ) m(V ) B(u)
Baseline E(4, 0), (4, 1), E(4, 5), E(4, 8),

E(4, 7), E(4, 3)
1 0.166 0.166

DiBAN (E) E(4, 3), E(4, 5), E(3, 4), E(5, 4) 1 0.25 0.25

already chosen Rj ∈ L, where L = {3, 5}. The three cooperating nodes
transmit to Di in cell 7, and each decreases their transmission power by
10 log(3) = 4.77 dB, while still reaching Di in cell 7 with a coherently
combined signal that achieves sufficient SNR. In Table 1.2, we observe that
not only is the number of evidences decreased for the DiBAN case, but also
the generated B(u) applies only to endpoints in cells 3, 4, and 5, not the true
endpoint of cell 7. The total number of evidences collected by the adversary
is decreased because the range associated with the cooperative transmissions
is less than the baseline transmissions. The individual transmissions do not
reach Di, and correspondingly, the pairwise and derived evidences do not
implicate Di as a sink. Distributed beamforming increases the BS anonymity
by unlinking Si and Rj ∈ L from Di. We note that the adversary calculates
a meaningful B(u) after a collection period much longer than observation
of the single round of transmissions shown in Figure 1.8. Moreover, DiBAN
steps (A) through (F) also generate evidences that are not shown in Table 1.2
to simplify the presentation.

1.4.3 DiBAN Energy Analysis

The benefit of increased BS anonymity must be balanced with the associated
communication energy cost of employing DiBAN. While nodes may enjoy
savings in transmission power of 10 log(|L|+1) dB, the additional signaling
required by DiBAN represents an increase in overhead. This results in an
aggregate increase in communication energy usage that scales according to
the average data payload size β and number of participating helper relays |L|.
The non-cooperative energy per bit εb transmitted by each node is calculated

by dividing the average transmission power PSi,Di

T required for Si to reach Di

at the threshold SNR by the data rate r, such that εSi,Di

b � P
Si,Di
T

r . Therefore,
the average communication energy consumed by the non-cooperative system

is εbase� εSi,Di

b β. Correspondingly, it follows from the DiBAN protocol, as
shown in Figure 1.7(ii), that the average expended communication energy at
a single cooperative hop is given by:
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εDiBAN �
(

ε
Si,Rj

b

(
ΥRR + ΥData + β + K

)
+

εSi,Di

b

(|L| + 1)
β

+ |L|εRj ,Si

b ΥAck + |L| ε
Rj ,Di

b

(|L| + 1)
+ εDi,Si

b ΥAck

)
. (1.5)

Si incurs ΥRR bits of overhead for the “Relay Request” message (A) in
Figure 1.7(ii) and ΥData +β bits for the data multicast message (D) in Figure
1.7(ii). Si also incurs the cost of transmitting an unmodulated carrier for t µs,
which we represent as the equivalent of K bits (i.e., K = t × r) shown
as (C) in Figure 1.7(ii). This overhead cost to Si results from the point-to-
point transmissions between Si and Rj ∈ L required for DiBAN, but Si

receives no distributed beamforming power savings for these transmissions

at power P
Si,Rj

T . Consequently, Si achieves energy savings by recruiting
relays positioned as close as possible to Si to minimize recruiting power

P
Si,Rj

T , which increases proportionally to d2
Si,Rj

, where dSi,Rj is the distance
between nodes Si and Rj . Si concludes the DiBAN sequence by cooperatively

transmitting the data payload of β bits with power level
P

Si,Di
T

(|L|+1) , illustrated as
message (E) in Figure 1.7(ii). Distributed beamforming allowsSi to potentially
decrease its transmission power by a factor of |L| + 1 since message (E) is
transmitted simultaneously by Si and Rj ∈ L [12–14, 46].

Each helper relay Rj ∈ L incurs the ΥAck overhead bits of the Ack/Nak

message (B) in Figure 1.7(ii) transmitted with power P
Rj ,Si

T . Each Rj ∈ L

transmits the β-bit payload associated with the cooperative transmission to

Di with power
P

Rj,Di
T

(|L|+1) , illustrated as message (E) in Figure 1.7(ii). Finally,
the process concludes when Di receives the cooperative transmission and
responds with an Ack to Si, incurring ΥAck bits of overhead, illustrated
as (F) in Figure 1.7(ii). Two key parameters in (1.5) result directly from a

relay selection algorithm, namely P
Si,Rj

T and |L|. All other terms in (1.5)
represent static message parameters or power parameters that result from the

particular routing algorithm that selected Si and Di. Moreover, P
Si,Rj

T and

|L| are correlated since increasing P
Si,Rj

T provides more opportunity for a
node to recruit more relays, hence increasing |L|. And conversely, decreasing

P
Si,Rj

T results in smaller |L|. Because ΥAck is usually a small message, an
energy saving in εDiBAN is produced by increasing |L|, yet increasing |L| is
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only energy efficient if P
Si,Rj

T is not increased because of the large incurred
overhead ΥRR + ΥData + β + K. To illustrate this point, Table 1.3 evaluates
the resulting εDiBAN for |L| = 1, 2, and 5 and provides typical example
average values of parameters from (1.5) for node density λ = 0.0001 nodes
per meter-squared.

We observe from Table 1.3 that in this example, we held the energy per

bit used for relay recruitment, ε
Si,Rj

b , constant across the three |L| values
considered to remove the dependency on |L|. We account for the cooperative
energy savings provided by |L| in the energy per bit quantities. Since the same
routing algorithm is used in all cases of |L|, the point-to-point Ack sent from

Di and Si requires the same energy per bit εDi,Si

b to transmit the DiBAN Ack.
Table 1.3 clearly illustrates that recruiting more relays (i.e., increasing |L|)
results in energy savings εDiBAN unless we have to increase ε

Si,Rj

b significantly
to recruit the desired number of relays.

1.5 Distributed Beamforming Relay Selection Approach

DiBAN requires a recruiting strategy to select a set of relays Rj ∈ L at each
hop that maximizes BS anonymity while minimizing communication energy
consumption. Previous work on relay selection has focused on identifying a
single best relay from a set of available candidates, where channel quality
between both the source and relay and the relay and destination is the primary
selection criterion. Bletsas et al. [51] describe an approach to select an optimal

Table 1.3 Example average εDiBAN parameters in (1.5)

εDiBAN Parameter |L| = 1 |L| = 2 |L| = 5

ε
Si,Rj

b 15.5 nJ/bit 15.5 nJ/bit 15.5 nJ/bit

εSi,Di
b 9.8 nJ/bit 6.53 nJ/bit 3.27 nJ/bit

ε
Rj ,Si

b 0.232 nJ/bit 0.312 nJ/bit 0.658 nJ/bit

ε
Rj ,Di

b 9.8 nJ/bit 6.53 nJ/bit 3.27 nJ/bit

εDi,Si
b 19.6 nJ/bit 19.6 nJ/bit 19.6 nJ/bit

ΥRR 160 bits 160 bits 160 bits
ΥData 168 bits 168 bits 168 bits
ΥAck 128 bits 128 bits 128 bits
β 504 bits 504 bits 504 bits
K 800 bits 800 bits 800 bits
εDiBAN 37.70 µJ/bit 37.61 µJ/bit 36.52 µJ/bit
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helper relay using CSI measurements. Our approach leverages the work
of Bletsas [51] to determine the helper relays Rj ∈ L with the best CSI
conditions based on the local measurements. Jing et al. [52] formulate CSI-
based relay selection as a sequential decision problem. Wang et al. [53] and
Ibrahim et al. [54] present relay selection methods that minimize symbol error
probability (SEP) in decode-and-forward (DF) cooperative communication
systems; however, these approaches only select a single optimal relay and do
not directly apply to a distributed beamforming system such as the one we
consider in our DiBAN protocol.

Fundamentally, DiBAN requires a distributed relay selection approach for
recruiting a set of Rj ∈ L at each hop that achieves three objectives, namely
boosting BS anonymity, sustaining or decreasing the communication energy
εDiBAN compared to the baseline system εbase with no distributed beam-
forming, and having the best instantaneous CSI measurements. Obviously,
increasing |L| will diminish the linkability between Si and Di and will thus
improve the anonymity, but as previously discussed in Section 1.4.3, increas-

ing |L| requires more transmission power P
Si,Rj

T during relay recruitment.
Our proposed algorithm iteratively attempts to recruit the expected number
of potential relays that can be reached by Si using increasing power levels

P
Si,Rj

T . We maintain BS anonymity by restricting P
Si,Rj

T < PSi,Di

T to prevent
the adversary from collecting an evidence E(Si, Di) that links the source
and destination. Our algorithm first analytically determines the number of

potential relays |LD| within a semicircle of radius dSi,Rj = dSi,Di
δ based on

the expected node count within the reception range of

P
Si,Rj

T � SNR + �Si,Rj − 10 log(κTB) − NF, (1.6)

where the thermal noise contribution defined by Boltzmann’s constant κ,
noise temperature T , and signal bandwidth B and noise figure NF remain
constant and are specific to the node’s receiver [12, 13]. We determine the
Friis free space path loss over the distance dSi,Rj between nodes Si and Rj

as �Si,Rj�
(
4π

(
dSi,Rj

))2

λ �

(
4π

(
dSi,Di

δ

))2

λ , but could be augmented with other

propagation models [57]. Therefore, P
Si,Rj

T is directly a function of δ since

P
Si,Rj

T � SNR + 20 log

⎛
⎝
(
4π
(

dSi,Di
δ

))
λ

⎞
⎠− 10 log(κTB) − NF. (1.7)
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The algorithm iteratively adjusts P
Si,Rj

T using δ, where δ > 1 since δ = 1 is

equivalent to P
Si,Rj

T = PSi,Di

T and establishes an undesired link between Si and
Di. The analytical solution for |LD| is based on nodes deployed according to a
random uniform distribution with a mean of λU , where the average number of
nodes (possible relays) within a semicircle of radius dSi,Rj will be λU

π
8 d2

Si,Rj

and the number of desired relays |LD| can be set such that:

|LD| = λU

(
πd2

Si,Rj

8

)
, (1.8)

where λU is the node density in the area given by λU = SU
M×M .

Our relay selection algorithm operates as follows. First, Si determines
|LD| and P

Si,Rj

T based on an initial δ and transmits a “Relay Request”

message with power P
Si,Rj

T . Relays respond with Acks/Naks depending on
their willingness to participate in distributed beamforming. If the number of
available relays |LA| that respond positively to the “Relay Request” equals
or exceeds the desired number of relays |LD|, then the algorithm terminates.
However, if |LA| < |LD|, Si recalculates |LD| using a smaller δ to produce

a correspondingly larger P
Si,Rj

T used to retransmit a “Relay Request” to
reach more nodes (possible relays). In this case, the algorithm iteratively
decreases δ according to a configurable step size δSTEP until the available
relays |LA| ≥ |LD| or δ = min(δ), at which point the algorithm terminates.
We represent the smallest value of δ allowed by the network while maintaining
unlinkability between Si and Di as min(δ).

Upon algorithm termination, the set of available relays |LA| results in one
of the three cases. In the first case, the algorithm unsuccessfully recruited a
relay set and |LA| < |LD|. In this case, LA is the empty set (i.e., LA = ∅), and
therefore, DiBAN’s relay set L = ∅. The consequence of this outcome is that
DiBAN does not have sufficient relays available to cooperate, and therefore,
a point-to-point transmission between Si and Di is used with no anonymity
protection. In the second case, |LA| = |LD| and we therefore make |LA|
DiBAN’s relay set (i.e., L = LA). In the third case, |LA| > |LD| and we need
to prioritize DiBAN’s relay set L. To achieve relay prioritization, we leverage
the relay selection approach in [51] and select Rj ∈ LA that corresponds to
the |LD| instantaneous CSI magnitude measurements that achieve the largest
αj , where

αj � 2
1∣∣∣hSi,Rj

∣∣∣2 + 1∣∣∣hRj,Di

∣∣∣2
=

2
∣∣hSi,Rj

∣∣2∣∣hRj ,Di

∣∣2∣∣hSi,Rj

∣∣2 +
∣∣hRj ,Di

∣∣2 . (1.9)
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Each αj represents the harmonic mean of the channel magnitude-squared∣∣hSi,Rj

∣∣2 between Si and Rj and
∣∣hRj ,Di

∣∣2 between Rj and Di. Si measures∣∣hSi,Rj

∣∣ directly from the Relay Request Acks/Naks and Rj reports
∣∣hRj ,Di

∣∣
to Si within Relay Request Acks/Naks. Therefore, αj provides a CSI metric
that we use to select the |LD| highest quality relays Rj ∈ LA to compose L.
We summarize our relay selection algorithm in the following steps:

1. Si selects an initial value of δ and analytically determines |LD| from
(1.8). Initially, the DiBAN relay set L = ∅.

2. Si transmits a Relay Request message with P
Si,Rj

T calculated based on
the current δ to reach |LD| relays.

3. Nodes that respond to Si with an Ack become Rj ∈ LA.
4. One of the three outcomes occurs related to Rj ∈ LA:

(a) If |LA| < |LD|, δ = δ − δSTEP to increase P
Si,Rj

T and reach
more candidate relays on the next iteration. Return to step 2. If
δ = min(δ), algorithm terminates with L = ∅.

(b) If |LA| = |LD|, L = LA and algorithm terminates.
(c) If |LA| ≥ |LD|, L becomes the |LD| highest quality relays Rj ∈ LA

prioritized according to the largest αj from (1.9).

Our algorithm iteratively recruits the best |LD| relays, in terms of CSI, while
reducing εDiBAN to levels equivalent to non-DiBAN systems and boosting BS
anonymity. Our approach scales independent of particular network topology
since the only user configurable parameter is an initial condition δ that
determines the difference in power P

Si,Rj

T for relay recruitment compared
to point-to-point transmission power PSi,Di

T . The lower bound of δ is a
direct result of imposing BS anonymity and energy conservation conditions.
If δ = 1, P

Si,Rj

T = PSi,Di

T and the adversary is able to collect evidence
E(Si, Di), which negatively impacts BS anonymity and communication
energy consumption. The value of min(δ) represents the lowest possible value

of δ to ensure that P
Si,Rj

T < PSi,Di

T .
We establish an upper bound of δ by solving (1.8) for δ and setting

|LD| = 1, because at least one relay is required for DiBAN. Therefore,
max(δ) =

√λπ
2 × dmax, where dmax =

√
2 × M is the maximum separation

distance of Si and Di in a square deployment grid. However, max(δ) is an

extreme value of δ that will produce a very small P
Si,Rj

T . A practical range
for δ uses an upper limit based on the expected value of dSi,Di , such that
1 < δ ≤ √λπ

2 × dSi,Di . We recommend smaller initial values of δ because
the consequence of selecting δ too large is that |LD| = 0, which generates
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multiple algorithm iterations since the correspondingly small P
Si,Rj

T yields
|LA| = |LD| = 0. That is, the initial value of δ represents a trade-off between
anonymity and communication energy. A large δ conserves energy, but may
produce too few relays for DiBAN. Conversely, a small δ produces larger
|LA|, but at the cost of increased εDiBAN. We examine this trade-off using
simulation in Section 1.6.2.

1.6 Validation Experiments

In this section, we use simulation to evaluate the BS anonymity and energy
consumption performance of DiBAN and our relay selection algorithm.

1.6.1 Simulation Environment

We evaluate the effectiveness of our approach using a custom Monte Carlo
computer simulation written in C. Results are averaged over 100 independent
wireless ad hoc network deployment areas and are subjected to 90 percent
confidence interval analysis, resulting in average Belief metrics B(u) and
communication energy εDiBAN that deviate from the sample mean by a
maximum of ±1.2 percent and ±1.1 µJ, respectively. SU nodes are uniformly
spread over a grid of size 1000 × 1000 m2. The BS location is fixed while
randomly triggered nodes send data over multihop paths to the BS. This
simulation considers only the link layer relationships of the communicating
wireless nodes from the perspective of the adversary. In all cases, the BS is
located in cell 35. We apply the AAET enhancements to ET, as described
in [32], to properly process the Acks produced by each DiBAN message
destination Di. DiBAN is applied to each hop, and beamforming occurs each
time the DiBAN relay count |L| ≥ 1. All other simulation parameters are
specified in Tables 1.3 and 1.4.

1.6.2 Simulation Results

We begin this subsection by presenting results for the Belief metric B(u) or the
network’s anonymity performance and corresponding average communication
energy performance results. We consider two network configurations: a base-
line network that employs no anonymity-boosting technique and a network
that employs DiBAN at all hops between the initial source and the BS when
sufficient helper relays are available. We simulate two static configurations of
DiBAN helper relay count, one where |L| = 1 and the other where |L| = 5.
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Table 1.4 Simulation parameters and associated values
Simulation Parameter Value
Threshold SNR 10 dB [7, 58]
Receiver sensitivity –100 dBm [7, 58]
Maximum transmission power max(P Si,Di

T ) 30 dBm [7, 58]
Number of cells NC 36
Number of nodes SU 50, 100, 150, 200, 250, 300
δ 1.25 to 6
δSTEP 0.5
Carrier Frequency f 2.4 GHz
Data Rate r 250 kbps

In both cases, if at least |L| = 1 relay is available at each hop, the message
is sent from Si to Di using DiBAN. If no relays are available at a given
hop (i.e., |L| = 0), a point-to-point transmission occurs between Si and
Di [1, 13].

Figure 1.9 demonstrates the benefit of DiBAN in increasing BS anonymity
by comparing the baseline network configuration to DiBAN with static
recruitment of |L| = 1 and |L| = 5 relays. In all cases, the BS is located
within cell 35 of the adversary’s analysis grid. We first note that DiBAN does
not significantly alter the distribution of B(u); the shape of the Belief curve is
relatively constant for the baseline and DiBAN configurations which indicates
that DiBAN specifically boosts the BS anonymity and not the anonymity
of cells that do not contain the BS. Second, we observe that the baseline
Belief, i.e., B(u = 35), is approximately 0.1 and the resulting DiBAN Belief
is approximately between 0.008 and 0.01, depending on the particular static
configuration of |L|. These results are typical of DiBAN and represent a
significant boost in BS anonymity compared to a baseline network with no
anonymity protection. The DiBAN configuration of |L| = 5 increases BS
anonymity beyond the |L| = 1 configuration because the additional helper
relays provide additional opportunities to decrease Si’s transmission power
and therefore reinforces the unlinkability of paths leading to the BS. We remind
the reader that the number of relays |L| in this section corresponds to a static
desired quantity at each hop that is only fulfilled if node locations allow relays
to be recruited without Si transmitting sufficient power to establish a link to
Di. In the case where no suitable helper relays exist at a given hop, DiBAN is
not employed and the message is delivered using a point-to-point transmission
from Si to Di [1, 13].

The anonymity performance achieved in the network must be balanced
with the amount of energy consumed by the anonymity-boosting technique.
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Figure 1.9 Belief per cell B(u) for SU = 100 with no DiBAN and DiBAN |L| = 1
and 5 [1, 13].

Table 1.5 summarizes the communication energy consumption associated with
the BS anonymity results presented in Figure 1.9. Distributed beamforming
allows Si to decrease its transmission power PSi,Di

T by a factor of |L|, as shown
in Equation (1.5), which is reflected in the decreased average communication
energy ε from approximately 30 µJ to 20 µJ. Increasing |L| always results in an
average decrease in communication energy consumption when no additional
relay recruitment energy is consumed [1, 13]. The increase in DiBAN ε
compared to the baseline case is due to the overhead associated with the
DiBAN protocol message sequence as described in Section 1.4.3.

Figure 1.10 demonstrates that the benefit of DiBAN in increasing BS
anonymity is independent of the number of nodes SU in the network. Again,
we compare the anonymity performance of the baseline network configuration

Table 1.5 Average communication energy consumption ε for SU = 100 [1, 13]
Baseline ε (µJ) DiBAN |L| = 1 ε (µJ) DiBAN |L| = 5 ε (µJ)
15.51 29.24 20.57
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Figure 1.10 Belief per cell B(u) for SU = 250 with no DiBAN and DiBAN |L| = 1 and
5 [1, 13].

to DiBAN with static recruitment of |L| = 1 and |L| = 5 relays, but with
SU = 250 instead of SU = 100. In all cases, the BS is located within cell 35 of
the adversary’s analysis grid. As in Figure 1.9, both configurations of DiBAN
significantly decrease the baseline Belief, i.e., B(u = 35) from approximately
0.07 to approximately 0.01. The DiBAN configuration of |L| = 5 increases BS
anonymity slightly beyond the |L| = 1 configuration because the additional
helper relays provide additional opportunities to decrease Si’s transmission
power and reinforces the unlinkability of paths leading to the BS. Table 1.6
summarizes the communication energy consumption associated with the BS
anonymity results presented in Figure 1.10. We observe the same trend as
in the SU = 100 configuration, where increasing |L| allows Si to decrease

Table 1.6 Average communication energy consumption ε for SU = 250 [1, 13]
Baseline ε (µJ) DiBAN |L| = 1 ε (µJ) DiBAN |L| = 5ε (µJ)
9.36 17.54 12.76
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its transmission power PSi,Di

T , and therefore, the |L| = 5 configuration of
DiBAN consumes less energy than the |L| = 1 configuration. A comparison
of Tables 1.5 and 1.6 also demonstrates that as the node density increases
in the network (i.e., increasing SU from 100 to 250), the opportunity for
shorter per-hop transmissions also increases. Consequently, lower per-hop
transmission power PSi,Di

T is required in all cases, resulting in decreased
average communication energy ε [1, 13].

The results in Figures 1.9 and 1.10 demonstrate that independent of node
density (i.e., SU = 100 and 200), increasing the static setting |L| boosts BS
anonymity and consumes less energy; however, the network’s node density
must satisfy the number of desired relays. That is, the network is able to
decrease its average energy consumption when using DiBAN by increasing
|L|, but only if the desired relays are available and positioned appropriately
relative to the current message sender Si to participate in distributed beam-
forming. A natural question to ask is “what is the optimal value for |L| to
both boost BS anonymity and conserve energy?” To answer this question,
we enable the relay selection algorithm presented in Section 1.5 such that
the network is able to dynamically select an optimal value of |L| at each

hop. Recall from Equation (1.7) that the relay recruitment power P
Si,Rj

T is a

function of the distance parameter δ such that decreasing δ increases P
Si,Rj

T ,
and consequently, more potential relays are reached. Conversely, increasing
δ reduces P

Si,Rj

T , and therefore, fewer potential relays receive the “Relay
Request” message.

Figure 1.11 presents the average available relays |LA| as a function of
initial δ, based on Equation (1.7). Clearly, there is a region of δ between 1.25,
our choice for min(δ), and 4 where |LA| > 0 are successfully recruited.
We remind the reader that the relay selection algorithm is dynamic and
automatically adjusts δ from an initial value until the algorithm terminates
with an optimal value for |L|. Across the range of simulated node densities,
δ > 4 yields no helper relays because |LD| = 0. As pointed out in Section 1.5,
there exists a trade-off between |LA| and energy consumption.Asmall initial δ

and correspondingly a large P
Si,Rj

T transmission power used by Si to send the
“Relay Recruitment” message reach more potential relay nodes and therefore
increase |LA|, yet at the cost of increasing εDiBAN. This trade-off is illustrated
by comparing Figures 1.11 and 1.12. We see that |LA| and εDiBAN reach their

peak values at an initial δ of 1.25 as a direct result of the increased P
Si,Rj

T
required to reach more potential relay nodes.
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Figure 1.11 Average available relays |LA| as a function of initial δ.

Figure 1.12 εDiBAN for multiple SU values as a function of initial δ.

In Figure 1.12, we observe that the baseline communication energy εbase,
denoted as “B,” decreases as the number of nodes SU increases. This is because
the increased node density increases the size of the anonymity set. For all SU ,
the region 1.25 ≤ δ ≤ 4 achieves εDiBAN ≤ εbase. In the region 4 ≤ δ ≤ 6,
we observe εDiBAN increasing significantly, to eventually exceed the level of
the baseline system. This is because often our algorithm produces no helper
relays (i.e., |LD| = 0) because P

Si,Rj

T is too small to reach nodes to recruit.
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Figure 1.13 Belief of BS cell for multiple SU values as a function of δ.

In this case, DiBAN cannot be applied and the system must deliver messages
using a point-to-point transmission after multiple failed relay recruitment
attempts.

In addition to the energy benefits of our relay selection approach,
Figures 1.13 and 1.14 demonstrate the BS anonymity benefits using the Belief
metric B(u = 35), which represents the Belief of cell 35. In Figure 1.13, we
show B(u = 35) as a function of initial δ for a different number of network
nodes SU . Clearly, all values of δ boost BS anonymity, regardless of SU , when
DiBAN is employed at each hop in the network. Even if there are hops where
insufficient relays are available to participate in DiBAN, BS anonymity still
improves when employing DiBAN compared to a network with no anonymity
protection, denoted as B.

In Figure 1.14, we compare the results of the baseline network to the
case when employing DiBAN under three values of initial δ. We observe
that the general shape of the anonymity curve is unaltered by DiBAN, yet the
three DiBAN cases significantly decrease B(u = 35) relative to the baseline
case. The δ = 1.25 case performs slightly better than the other two DiBAN
cases because a larger average number of relays |LA| are recruited. For the
6 ≥ δ ≥ 1.25 range considered in this chapter, our relay selection approach
needed an average of 1 to 1.25 iterations to recruit the relay set L.

1.7 Conclusions and Future Work

This chapter has highlighted the threat of traffic analysis in wireless ad
hoc networks and summarized anonymity assessment metrics and published
anonymity-boosting techniques to prevent an adversary from locating the BS.
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Figure 1.14 Adversary’s calculated Belief per cell.

A novel approach, namely DiBAN, has been presented to counter traffic
analysis attacks. Unlike contemporary countermeasures, DiBAN exploits
the physical layer of the communication protocol stack and enables cross-
layer optimization. Basically, distributed beamforming is applied to deprive
the adversary of evidences that associate communicating nodes and thus
degrades the effectiveness of the traffic analysis. We have also presented
a distributed beamforming helper relay selection algorithm for the DiBAN
protocol that both increases BS anonymity and decreases the energy overhead.
Our anonymity and energy trade-off analysis demonstrated that the relay
selection approach allows our DiBAN protocol to boost BS anonymity while
decreasing energy consumption to levels less than a baseline, non-DiBAN
system. Simulation results have been provided to demonstrate the advantage
of DiBAN. Future work shall consider the performance of DiBAN in a
fading wireless channel that requires retransmissions, the development of
cross-layer techniques that leverage the link and network layers to strengthen
and facilitate the applicability of DiBAN, and validation of DiBAN using a
hardware-in-the-loop test bed.

Appendix I: Numerical Evidence Theory Belief Calculation
Example

The evidence theory analysis presented in [10] and calculation of the Belief
metric from Equation (1.2) is more easily understood with a numerical
example. In Table 1.7, we provide a detailed, numerical example of how an
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adversary generates the Belief metrics B(u) corresponding to the evidence
collected by the adversary in Table 1.7 at time t3. For the reader’s convenience,
we include Equation (1.2), Figure 1.5, and Table 1.1 as Equation (1.10),
Figure 1.15, and Table 1.7, respectively.

B(u) =
∑

U |u⊆V

nm(U) (1.10)

An examination of the evidences in Table 1.7 shows that only cells 0, 1, 3,
4, 5, 7, and 8 are endpoints associated with evidence (i.e., in our notation
E(Si, . . . Di), only those cells possibly contain the BS). The BS is the sink
for all transmissions within the network. In a network that does not employ
anonymity-boosting techniques, an adversary’s calculation of B(u) over a

Table 1.7 Collected evidence over time for the illustrative standard ET example
Transmission Evidence E(V ) m(V )
m1 at time t1 E(1, 4), E(1, 0), E(1, 5), E(1, 3) 1 0.25
m2 at time t2 E(4, 1), E(4, 5), E(4, 7), E(4, 3), E(4, 0),

E(4, 8)
1 0.1

Derived at time t3 E(1, 4, 7), E(1, 4, 5), E(1, 4, 3), E(1, 4, 8),
E(1, 4, 0)

1 0.066

Figure 1.15 Example of an adversary applying ET.
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large set of evidences collected during an adversary’s observation period shall
implicate the BS as the largest B(u). The simple example from Figure 1.15
and Table 1.7 is not a sufficiently large set of evidences to produce meaningful
B(u), but illustrates the process of adversary Belief metric calculation [1].

To calculate B(u), we first group all of the evidences that are related to
a given path endpoint cell u. For example, the claim that cell 0 is a path
endpoint is only supported by evidences: E(4, 0), E(1, 0), E(1, 4, 0), and
E(1, 4). E(4, 0) and E(1, 0) are pairwise evidences that support the claim
that a point-to-point path ends at cell 0. When the adversary correlates all
collected evidences, a composite evidence of E(1, 4, 0) is produced from the
pairwise E(1, 4) and E(4, 0). Intuitively, if a transmission occurs from cell 1
to cell 4 and a transmission occurs from cells 4 to 0, a multihop path may
exist between cell 1 and cell 0. From (1.10), the adversary generates B(0)
by summing each normalized evidence m(V ) multiplied by the length of the
path it represents. That is, B(0) = 2*m(4, 0) + 2*m(1, 0) + 3*(m(1, 4, 0) +
m(1, 4) + m(4, 0)) = 2*0.066 + 2*0.066 + 3*(3*0.066) = 0.866. Calculation
of the other Belief metrics B(u) follows the same process and is shown in
Table 1.8.

References

[1] Ward, J. R. (2015). Physical- and MAC-Layer Mechanisms for Increasing
Base-Station Anonymity in Wireless Ad-hoc Networks, University of
Maryland, Baltimore County Ph.D. Dissertation, May.

[2] Perkins, C. E. (2001). Ad Hoc Networking. New York: Addison-Wesley.
[3] Chong, C.-Y., and Kumar, S. P. (2003). Sensor networks: evolution,

opportunities, and challenges. Proc. IEEE, 91 (8), 1247–1256.
[4] Akyildiz, I. F., Su, W., Sankarasubramaniam, Y., and Cayirci, E. (2002).

Wireless sensor networks: a survey. Comput. Netw., 38 (4), 393–422.
[5] Gubbi, J., Buyya, R., Marusic, S., and Palaniswami, M. (2013). Internet

of Things (IoT): a vision, architectural elements, and future directions.
Future Gen. Comput. Syst., 29 (7), 1645–1660.

[6] Atzori, L., Iera, A., and Morabito, G. (2010). The internet of things: a
survey. Comput. Netw., 54 (15), 2787–2805.

[7] Yick, J., Mukherjee, B., and Ghosal, D. (2008). Wireless sensor network
survey. J. Comput. Netw., 52, 2292–2330.

[8] Perrig, A., Szewczyk, R., Wen, V., Culler, D., and Tygar, D. (2001).
SPINS: Security Protocols for Sensor Networks. In Proceedings of the



References 43

7th ACM International Conference on Mobile Computing and Networks
(MOBICOM’01), Rome, Italy, July.

[9] Kong, J., Xiaoyan, H., and Gerla, M. (2007). An identity-free and on-
demand routing scheme against anonymity threats in mobile ad hoc
networks. IEEE Trans. Mobile Comput., 6, 888, 902.

[10] Huang, D. (2006). On MeasuringAnonymity for Wireless MobileAd-hoc
Networks, Proceedings of the 31st IEEE Conference on Local Computer
Networks (LCN’06), Tampa, FL, November.

[11] Acharya, U., and Younis, M. (2010). Increasing base-station anonymity
in wireless sensor networks, Ad Hoc Netw., 8 (8), 791–809.

[12] Ward, J. R., and Younis, M. (2013). On the Use of Distributed Beam-
forming to Increase Base Station Anonymity in Wireless Sensor Net-
works. In Proceedings of the International Conference on Computer
Communications and Networks (ICCCN 2013), Nassau, Bahamas, July.

[13] Ward, J. R., and Younis, M. (2015). Increasing base station anonymity
using distributed beamforming. Ad Hoc Netw., 32, 53–80.

[14] Mudumbai, R., Barriac, G., and Madhow, U. (2007). On the feasibility
of distributed beamforming in wireless networks. IEEE Trans. Wireless
Commun., 6 (5), 1754–1763.

[15] Bassily, R., Ekrem, R., He, X., Tekin, E., Xie, J., Bloch, M., Ulukus,
S., and Yener, A. (2013). Cooperative security at the physical layer: a
summary of recent advances. IEEE Signal Process. Mag., 30 (5), 16–28.

[16] Pfitzmann, A., and Hansen, M. (2005). Anonymity, unlinkability,
unobservability, pseudonymity, and identity management – a consol-
idated proposal for terminology. Working draft. Available at http://
dud.inf.tudresden.de/literatur/AnonTerminologyv0.26.doc, September.

[17] Serjantov, A., and Danezis, G. (2002). Towards an Information Theo-
retic Metric for Anonymity. In Dingledine, R. and Syverson, P. (eds.)
Proceedings of the Privacy Enhancing Technologies Workshop (PET
2002). LNCS 2482, April. Berlin: Springer.

[18] Diaz, C., Seys, S., Claessens, J., and Preneel, B. (2002). Towards Measur-
ing Anonymity. In Dingledine, R., and Syverson, P. (eds.) Proceedings of
the Privacy Enhancing Technologies Workshop (PET 2002), LNCS 2482,
April. Berlin: Springer.

[19] Shannon, C. E. (1948). A mathematical theory of communication. Bell
Sys. Tech. J., 27 (379–423), 623–656.

[20] Deng, J., Han, R., and Mishra, S. (2005). Countermeasures Against
Traffic Analysis Attacks in Wireless Sensor Networks. In Proceedings of



44 Distributed Beamforming Relay Selection to Increase Base Station

the 1st International Conference on Security and Privacy For Emerging
Areas in Communications Networks, September.

[21] Ren, Z., and Younis, M. (2011). Effect of Mobility and Count of Base-
stations on the Anonymity of Wireless Sensor Networks. In Proceedings
of the 7th International Wireless Communications and Mobile Computing
Conference (IWCMC 2011), Istanbul, Turkey, July.

[22] Mehta, K., Liu, D., and Wright, M. (2007). Location Privacy in Sensor
Networks Against a Global Eavesdropper. In Proceedings of the IEEE
International Conference on Network Protocols (ICNP), Beijing, China,
October.

[23] Ozturk, C., Zhang, Y., and Trappe, W. (2004). Source-Location Privacy
in Energy Constrained Sensor Network Routing. In Proceedings of the
Workshop on Security of Ad Hoc and Sensor Networks (SASN ’04),
Washington, DC, October.

[24] Kamat, P., Zhang, Y., Trappe, W., and Ozturk, C. (2005). Enhancing
Source-Location Privacy in Sensor Network Routing. In Proceedings
of the 25th IEEE International Conference on Distributed Computing
Systems (ICDCS’05), Columbus, OH, June.

[25] Raj, M., Li, N., Liu, D., Wright, M., and Das, S. K. (2014). Using data
mules to preserve source location privacy in Wireless Sensor Networks.
Perv. Mobile Comput., 11, 244–260.

[26] Das, S. K., Kant, K., Zhang, N. (2012). Handbook on Securing Cyber-
Physical Critical Infrastructure. New York: Elsevier Inc.

[27] Conner, W., Abdelzaher, T., and Nahrstedt, K. (2006). Using Data
Aggregation to Prevent Traffic Analysis in Wireless Sensor Networks. In
Proceedings of the International Conference on Distributed Computing
in Sensor Systems (DCOSS’06) LNCS 4026, June. Berlin: Springer.

[28] Mehta, K., Liu, D., Wright, M. (2012). Protecting location privacy in
sensor networks against a Global Eavesdropper, IEEE Trans. Mobile
Comput., 11 (2), 320–336.

[29] Ebrahimi,Y., andYounis, M. (2011). Using Deceptive Packets to Increase
Base-station Anonymity in Wireless Sensor Networks. In Proceedings
of the Wireless Communications and Mobile Computing Conference
(IWCMC 2011), Istanbul, Turkey, July.

[30] Baroutis, N., and Younis, M. (2015). Using Fake Sinks and Deceptive
Relays to Boost Base-station Anonymity in Wireless Sensor Network.
In Proceedings of the 40th Annual IEEE Conference on Local Computer
Networks (LCN 2015), Clearwater Beach, FL, October.



References 45

[31] Ebrahimi, Y., and Younis, M. (2011). Increasing Transmission Power
for Higher Base-station Anonymity in Wireless Sensor Network. In
Proceedings of the IEEE International Conference on Communication
(ICC 2011), Kyoto, Japan, June.

[32] Ward, J. R., and Younis, M. (2014). A metric for evaluating base
station anonymity in acknowledgement-based wireless sensor networks.
In the Proceedings of the IEEE Military Communications Conference
(MILCOM 2014), Baltimore, MD, November.

[33] Karl, H., and Willig, A. (2005). Protocols and architectures for wireless
sensor networks. New York: John Wiley & Sons Ltd.

[34] Couch, L. W. (2001). Digital and Analog Communications Systems,
6th ed. Prentice Hall, New Jersey, USA.

[35] Proakis, J. G. (2001). Digital Communications, 4th ed. McGraw Hill.
[36] Elson, J., Girod, L., and Estrin, D. (2002). Fine-Grained Network Time

Synchronization using Reference Broadcasts. In Proceedings of the 5th
Symposium on Operating Systems Design and Implementation (OSDI
2002), Boston, MA, December.

[37] Ganeriwal, S., Kumar, R., and Srivastava, M. B. (2003). Timing-Sync
Protocol for Sensor Networks. In Proceedings of the 1st ACM Interna-
tional Conference on Embedded Networked Sensor Systems (SenSys’03),
Los Angeles, CA, November.

[38] IEEE 802.15.4-2011, IEEE Standard for local and metropolitan area
networks – Part 15.4: Low-Rate Wireless personal Area Networks
(LR-WPANs), September 2011.

[39] Kamat, P., Zhang, Y., Trappe, W., and Ozturk, C. (2005). Enhancing
source-location privacy in sensor network routing. In Proceedings of the
25th IEEE International Conference on Distributed Computing Systems
(ICDCS’05), Columbus, OH, June.

[40] Savvides, A., Han, C., and Srivastava, M. (2001). Dynamic Fine-grained
Localization in Ad-hoc Networks of Sensors. In Proceedings of the 7th
ACM Conference on Mobile Computer and Networking (MobiCom’01),
Rome, Italy, July.

[41] Bensky, A. (2008). Wireless Positioning Technologies and Applications,
Artech House.

[42] Chandrasekaran, G., Ergin, M., Yang, J., Liu, S., Chen, Y., Guteser, M.,
and Martin, R. (2009). Empirical Evaluation of the Limits on Localization
Using Signal Strength. In Proceedings of the IEEE Conference on



46 Distributed Beamforming Relay Selection to Increase Base Station

Sensor and Ad Hoc Communications and Networks (SECON 2009),
New Orleans, LA, June.

[43] Li, N., Zhang, N., Das, S. K., and Thuraisingham, B. (2009). Privacy
preservation in wireless sensor networks: a state-of-the-art survey.
Ad Hoc Netw., 7 (8), 1501–1514.

[44] Shao, M., et al. (2009). Cross-layer enhanced source location privacy in
sensor networks. In Proceedings of the 6th Annual IEEE communications
society conference on Sensor, Mesh and Ad Hoc Communications and
Networks (SECON’09), New Orleans, LA, June.

[45] Deng, J., Han, R., and Mishra, S. (2006). Decorrelating wireless sensor
network traffic to inhibit traffic analysis attacks. Perv. Mobile Comput.
J., Special Issue on Security in Wireless Mobile Computing Systems, 2,
159–186, April.

[46] Mudumbai, R., Brown, D. R., Madhow, U., and Poor, H. V. (2009).
Distributed transmit beamforming: challenges and recent progress, IEEE
Commun. Mag., 47 (2), 102–110.

[47] Ochiai, H., Mitran, P., Poor, H. V., and Tarokh, V. (2005). Collaborative
beamforming for distributed wireless ad hoc sensor networks. IEEE
Trans. Signal Process., 53 (11), 4110–4124.

[48] Quintin, F., Rahman, M. M. U., Mudumbai, R., and Madhow, U. (2013).
A scalable architecture for distributed transmit beamforming with com-
modity radios: design and proof of concept, IEEE Trans. Wireless
Commun., 12 (3), 1418–1428.

[49] Rahman, M. M., Baidoo-Williams, H. E., Mudumbai, R., and Dasgupta,
S. (2012). Fully Wireless Implementation of Distributed Beamforming
on a Software-Defined Radio Platform. In Proceedings of the 11th
ACM/IEEE Conference on Information Processing in Sensor Networks
(IPSN ’12), Beijing, China, April.

[50] Oh, S., Vu, T., Gruteser, M., and Banerjee, S. (2012). Phantom: Physical
Layer Cooperation for Location Privacy Protection. In Proceedings
of the IEEE International Conference on Computer Communications
(INFOCOM 2012), Orlando, FL, March.

[51] Bletsas, A., Khisti, A., Reed, D. P., and Lippman, A. (2006). A simple
cooperative diversity method based on network path selection. IEEE J.
Selec. Areas Comm., 24 (3), 659–672.

[52] Jing, T., Zhu, S., Li, H., Cheng, X., and Huo, Y. (2013). Cooperative
Relay Selection in Cognitive Radio Networks. In Proceedings of IEEE
International Conference on Computer Communications (INFOCOM
2013), Turin, Italy, April.



References 47

[53] Wang, C. L., and Syue, S. J. (2009). An efficient relay selection proto-
col for cooperative wireless sensor networks. In Proceedings of IEEE
Wireless Communications and Networking Conference (WCNC 2009),
Budapest, Hungary, April.

[54] Ibrahim, A. S., et al. (2008). Cooperative communications with relay
selection: when to cooperate and whom to cooperate with? IEEE Trans.
Wireless Commun., 7 (7), 2814–2827.

[55] IRIS Mote Data Sheet, MEMSIC Inc., www.memsic.com.
[56] Mahmoud, M., and Shen, X. (2012). Cloud-based scheme for protecting

source location privacy against hotspot-locating attack in wireless sensor
networks. IEEE Trans. Parallel Distrib. Syst., 23 (10), 1805–1818.

[57] Burbank, J. L., Ward, J. R., and Kasch, W. T. (2011). An Introduction
to Network Modeling and Simulation for the Practicing Engineer, IEEE
Press.

[58] Chen, H., and Lou, W. (2015). On protecting end-to-end location privacy
against local eavesdropper in wireless sensor networks. Perv. Mobile
Comput., 16 (Part A), 36–50.





2
A Privacy-Preserving and Efficient

Information Sharing Scheme for VANET
Secure Communication

Cong Guo1, Liehuang Zhu2 and Zijian Zhang2

1National Meteorological Information Center, Beijing, China
2College of Computer Science & Technology,
Beijing Institute of Technology, China

Abstract

Traffic information sharing is the basic and kernel functionality for vehic-
ular ad hoc network (VANET), but the issue of privacy preservation and
efficiency still remains a great challenge during traffic information sharing.
In this chapter, we propose a privacy-preserving and efficient traffic jam
information sharing scheme named PETS, which utilizes roadside unit (RSU)
as an aggregator to securely collect traffic information sent from vehicles
with pseudo-identities and semantically aggregate messages to generate
a traffic jam message. Then, the traffic jam message is signed by trust
authority (TA) and propagated to vehicles to notify drivers, and RSU plays
as a proxy to assist message verification when vehicles are busy to pre-
vent denial-of-service (DoS) attack. The proposal achieves both privacy
preservation and efficiency at the same time and significantly decreases band-
width consumption by 10.00%∼69.66% for message collection. Extensive
simulation reveals that the novel scheme is feasible and has a better perfor-
mance than previously suggested counterparts in terms of message loss ratio
and delay.

Keywords: VANET, Key agreement, Traffic information Sharing, Privacy-
preserving.
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2.1 Introduction

Traffic jam is a worldwide problem which leads to air pollution, frequent
traffic accidents, problems in personal health, loss productive labor time, and
economic losses.Air pollution from traffic congestion in 83 of the largest urban
areas in America contributes to more than 2,200 premature deaths annually.
A report of 2011 urban mobility in America from Texas Transport Institute
showed that 1) waste associated with traffic jam summed to 101 billion dollars;
2) 1.9 billion gallons of fuel was wasted because of traffic jam; and 3) traffic
jam caused aggregate delays of 4.8 billion hours. Beijing Transportation
Research Center estimated that traffic jam costs 70 billion dollars (7.5% of
GDP) in Beijing, China, in 2014. There are 1.2 million people are killed in
road accidents every year, over speed resulting from time lost in traffic jams
is a major cause for road accidents, and at least 120,000 lives can be saved,
every year, if traffic congestions are reduced. VANET is a promising direction
that could help to ease traffic jam.

In VANET, each vehicle is equipped with an onboard unit (OBU), together
with roadside units (RSUs), and a large-scale self-organized network can be
constructed by utilizing dedicated short-range communication (DSRC) [1].
VANET is aiming at improving transportation safety and efficiency through
traffic information sharing, e.g., broadcasting vehicle emergency braking
information to remind drivers’attention, or propagating traffic jam information
to guide surrounding vehicles to avoid jam area.

The emergence of VANET is an important significance to transportation
efficiency and road safety. Traffic information sharing in VANET must meet
two basic requirements. 1) Security: On the one hand, the wireless commu-
nication in VANET is broadcasted in essence, which makes the data easily
monitored, altered, and forged. On the other hand, vehicles are located in an
open physical space and privacy (e.g., driver’s identity, license plate, position,
and travel route) leaked in VANET not only exposes privacy information, but
also brings threat to the lives and properties of drivers and passengers. For
example, adversaries can use legitimate vehicle’s identity information to trace
the vehicle’s travel route and analyze driver’s habit, and then, theft or other
crimes may be implemented by abusing VANET communications. So security
must be guaranteed for traffic information sharing. 2) Efficiency: VANET is
large scale, and network recourses are limited.According to DSRC, each vehi-
cle broadcasts a message every 100 ms∼300 ms to its 300 m communication
range. A typical OBU with a 400-MHz processor requires about 20 ms to
process one message [2]. It is not an issue when the vehicle density keeps low.
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But when the vehicle density is high, e.g., 1000 vehicles are in the communi-
cation range, each vehicle needs to process 3333∼10,000 messages/s, which
causes heavy communication burden for VANET and significant computation
overhead for vehicles. The feature of efficiency is important for traffic
information sharing. It does not only save network resources, but also avoids
possible (DoS) attack.

In [3–8], several schemes based on privacy-preserving authentication have
been proposed to tackle the traffic information sharing in VANET. But all
of them exchange traffic information directly among vehicles, which leads
to duplicate message verification and is vulnerable to DoS attack. In [9],
data aggregation is introduced to improve the efficiency of traffic information
sharing in VANET. Due to the lack of security consideration, privacy leakage
remains a problem.

Traffic information sharing is the basic and kernel functionality for
VANET. But the lack of secure and efficient information sharing scheme brings
a great threat to VANET, which not only fails to improve the transportation
safety, but introduces new security problems. In this chapter, we proposed a
privacy-preserving and efficient traffic jam information sharing scheme which,
to the best of our knowledge, is the first scheme that achieves both privacy
preservation and DoS resistant to traffic information sharing based on secure
data aggregation. The main contributions of this chapter are as follows.

We propose a secure data aggregation scheme to improve the information
sharing efficiency. The scheme employs RSU as aggregator to collect and
aggregate traffic information within its communication range, and then, the
semantic aggregated message (traffic jam information) is propagated to the
local and nearby districts. Upon reception, vehicles can change their directions
to avoid traffic jam. As aggregated message is broadcasted to the vehicles
instead of direct vehicle-to-vehicle (V2V) information sharing, duplicated
messages are significantly reduced and the experimental result shows that
bandwidth consumption is decreased by 10.00%∼69.66%.

We design a vehicle–RSU key agreement protocol that establishes secret
key and pseudo-identities between vehicle and RSU without leaking vehicle’s
identity privacy. The protocol is based on identity-based signature/encryption
and Diffie–Hellman protocol and employs trust authority (TA) as a verifier to
aid secure and efficient key agreement.

The proposal provides privacy preservation to vehicles and conditional
traceability. Even if all the network messages are monitored by adversary,
it still cannot take any advantage of linking several messages to a spe-
cific vehicle; thus, vehicle’s privacy is protected. When a message is in
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dispute, the trust authority can disclose vehicles’ real identities and trace
message’s original sender. In this way, the feature of conditional traceability
is provided.

We evaluate the proposal and the previously presented schemes through
extensive simulations on several performance metrics, such as bandwidth
consumption, computation overhead, message loss ratio, and network delay.
The experiment results reveal that the novel scheme is feasible and has an
outstanding performance.

The remainder of this chapter is organized as follows: Some related
works about our theme are briefly summarized in Section 2.2. Section 2.3
mainly focuses on the system model and preliminaries. Section 2.4 is the
most important part of our study, in which a novel traffic jam information
sharing scheme-PETS is proposed. Section 2.5 is the security analysis of our
scheme. In Section 2.6, we evaluate the performance of our PETS scheme.
Some conclusions are summarized in Section 2.7.

2.2 Related Works

Recently, quite a few schemes have been suggested to tackle security and
privacy challenges of traffic information sharing in VANET. The classifica-
tion of these schemes can be divided into two types: 1) privacy-preserving
authentication-based schemes and 2) secure data aggregation-based schemes.

Privacy-preserving authentication-based schemes. In [3], Raya et al. pro-
posed a scheme named BP by predistributing a number of anonymous private
keys and the corresponding certificates (e.g., 43,800 certificates in [3]) for
each vehicle. Message is signed with a randomly chosen private key and
be verified by the corresponding anonymous certificate. As the anonymous
certificate is generated according to a pseudo-identity, real identity of a sender
is not revealed and privacy is protected. The list of anonymous certificates
that relate to the real identity of the drivers is kept by the authority to provide
conditional traceability. In [4], Raya et al. introduced TPD to the scheme to take
care of storing cryptographic material and operations to enhance the security.
However, this kind of scheme has some obvious shortcomings: 1) The CRL
increases quickly which will take a large storage to store CRL and a long time
to do CRL checking before message verification. 2) When the authority needs
to revoke a vehicle, it has to revoke all the anonymous certificates that are
hold by the vehicle. It causes a lot of bandwidth consumption and increases
authority’s certificate management overhead.
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In [6], Lin et al. suggested a privacy-preserving authentication scheme
based on group signature [10, 11] and identity-based (ID-based) signature
[12] (GSIS). Group signature is used to anonymously sign messages with
private key by senders and verified with the group public key by receivers,
while identities of the senders can only be recovered by authorities. ID-based
signature is applied by RSUs to digitally sign each message launched by
RSUs to ensure its authority, where the signature overhead can be greatly
reduced. CRL size of the group signature is linear with the number of revoked
vehicles, but the checking operation involves two paring calculations, which
would take about 104 times computation cost than a string comparison [8].
In [8], researchers proposed a hybrid scheme by combining pseudonym
scheme with group signature. Each vehicle V is equipped with a group signing
key gskv and a group public key pgkCA. A vehicle can issue a “self-certify”
certificate for itself by gskv and then signing its message using private key
corresponding to the “self-certify” certificate. In such a way, the average
overhead of message authentication can be reduced, but the expensive group
signature CRL checking still remains a problem.

All the above schemes utilize individual vehicle to generate and authenti-
cate traffic information itself and are directly or indirectly based on the digital
signature technology for message signing and verification, which leads to
the following drawbacks: 1) These schemes lack adequate efficient message
verification, and meanwhile, they are inappropriate for real large-scale VANET
deploying and are vulnerable to DoS attack; 2) it leads to duplicated traffic
information authentication and high network communication overhead.

Secure data aggregation-based schemes. Secure data aggregation-based
schemes can be divided into two classes: 1) Syntactic ones: Compress or
encode the data from multiple vehicles in order to fit the data in a unique
record or frame and 2) semantic ones: Traffic information from individual
vehicle is summarized. Raya et al. proposed an efficient secure aggregation
scheme based on message aggregation and group communication in [3]. The
scheme utilized three classes of syntactic aggregation technique to perform
message aggregation: combined signatures, onion signatures, and hybrid
signatures. But Raya’s scheme did not provide security feature of vehicle
privacy preservation and conditional traceability. In [13], the author proposed
a scheme that syntactically/semantically aggregated application data and
randomly picked one of the application data for authentication. In this way,
both computation and communication overhead are reduced. But probabilistic
validation strategy may leak false data verification and take in fake data, which
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is a great thread to VANET security. In [14], Zhu et al. suggested a scheme
that utilized both syntactic and cryptographic aggregations to decrease both
communication and computation overhead. Vehicles in VANET dynamically
formed a group, and the group cluster played as an aggregator. Syntactic
aggregation deleted redundant information and cryptographic (with batch
verification technique) aggregates signatures and certificates to reduce packet
size and bandwidth consumption. The scheme did not take vehicle privacy
into consideration, and certificate revocation/updating caused extra system
overhead. In [15], RAISE was proposed and RSU was utilized as aggregator
to verify and aggregate messages from vehicles. As the message verification
overhead was moved to powerful RSU, computation overheads of vehicles
were significantly reduced. Upon receiving a message, a vehicle needs store
and wait for aggregation message from RSU. This makes the scheme introduce
extra delay and be vulnerable to possible DoS attack.

2.3 System Model and Preliminaries

In this section, system model (network model and attack model), and security
requirements are presented.

2.3.1 Network Model

We consider the VANET consisting of three kinds of entities: vehicles, RSUs
(partial trusted), and TA.

• Vehicle: In VANET, each vehicle is equipped with an OBU. OBU is
employed to send traffic information, store cryptographic materials, and
process cryptographic operations. A vehicle generates traffic information
every 100∼300 ms and sends it to the neighboring vehicles or RSU
through OBU.

• RSU: RSU is a kind of infrastructure deployed on the roadside and can
directly communicate with TA and vehicles in its communication range.
It is partially trusted and has a powerful communication capability with
a transmission range of 3 km. All RSUs constitute a network that covers
the whole area. RSU is also powered with sufficient computations and
storage resources, and it is responsible for traffic information collection
and traffic jam information propagation.

• TA: TA is a fully trusted authority. It is powered with sufficient com-
putations and storage resources, and it is in charge of 1) RSUs and
vehicles’ registration, 2) RSUs and vehicles’ verification, and 3) traffic
jam information propagation.
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2.3.2 Attack Model

We assume the adversary can control the whole communication channel,
and it can monitor all the network communications and can also tamper
the messages, drop some packets, and even replace the original messages.
Furthermore, the adversary can also capture or corrupt small part of vehicles.
All the data transmitted to/through compromised vehicles can be obtained
and analyzed by the adversary. The purpose of the adversary is to induce the
legitimate vehicles to accept false or harmful messages without being detected
and abuse the VANET to maximize its gains (e.g., cheating neighboring
vehicles to make a clear path to greedy driver’s destination regardless of the
cost to the system and snooping legitimate users’ privacy).

2.3.3 Security Requirements

The proposed scheme has the following security design goals:

• Authentication:All messages should be authenticated to ensure that these
messages are indeed sent unaltered by legitimate entities in VANET.
All messages have not been altered in the transmission process. If the
message is altered, the receiver can detect this modification.

• DoS resistant: The proposal should be efficient (low storage cost and
computation overhead) and balanced (the more resources an entity
has, the more workload it is allocated) to avoid possible performance
bottleneck and DoS attack.

• Identity privacy preserving: Real identity of a vehicle should be protected,
so that adversaries have no knowledge of vehicle’s real identity. V2V
communication is anonymous, and only TA and RSU (verified by RSU)
have the knowledge of vehicle’s real identity.

• Unlinkability: The outside observer cannot link multiple messages to a
specific vehicle through traffic analysis, which disables the adversary
to trace a particular vehicle and incurs location privacy violation [16]
problem.

• Conditional traceability: For vehicles, V2V communications are anony-
mous and unlinkable. But the TA has the ability to verify origin and
non-repudiation of a message to ensure that no vehicles can deny the
message generated by itself and retrieve a vehicle’s real identity when
the message is in dispute.

Our goal is to design a traffic jam information sharing scheme with security
feature of verification to guarantee message authenticity, DoS resistant, and
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vehicle identity preservation. In addition, it should keep both unlinkability to
outside observers and conditional traceability to TA at the same time.

2.4 The Proposed PETS Scheme

2.4.1 Scheme Overview

At a high level, the proposed scheme includes the following four phases:
1) system initiation; 2) vehicle–RSU key agreement; 3) traffic information
collection and aggregation; and 4) traffic jam message propagation. Overviews
of these phases are as follows:

1. System initiation: TA generates a master key and system parameters.
Both RSUs and vehicles register themselves to TA with their real
identities to obtain the corresponding secret identity keys.

2. Vehicle–RSU key agreement: When a vehicle enters the communication
range of a RSU, the vehicle performs key agreement with the RSU to
get secret key and n pseudo-identities. The secret key is utilized for
secure communication between vehicle and RSU, and pseudo-identities
are employed to cover vehicle’s real identity.

3. Traffic information collection and aggregation: After vehicle–RSU
key agreement, vehicles encrypt self-generated traffic information with
their secret keys and send these messages to the RSU. The RSU collects
thousands of messages from vehicles within its communication range
and performs traffic jam detection function to detect the traffic jam. If
the traffic jam is detected, it aggregates received messages and produces
a traffic jam message.

4. Traffic jam information propagation: Once the traffic jam message is
produced, the RSU submits it to TAto obtain the corresponding signature.
Then, the message and signature are sent to the RSU and its adjacent
RSUs. RSU broadcasts the traffic jam message to the vehicles within its
communication range instead of sharing the original messages directly,
to notice vehicles that a traffic jam occurs.

For convenience, the notations used in the proposed scheme are listed in
Table 2.1.

2.4.2 System Initiation

System initiation consists of TA initiation and vehicle/RSU registration.
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Table 2.1 Notations
Notations Descriptions
TA Trust authority
RSUi The i-th RSU
Vi The i-th vehicle
G A cyclic additive group
V A cyclic multiplicative group
m A message
aP P ∈ G is a generator of cyclic additive group G, and aP denotes P a.
IDVi The real identity of Vi

IDRi The real identity of RSUi

IDTA The identity of TA
PID Pseudo identity
svi Identity secret key of Vi

svi,Rx Secret key between Vi and Rx

IBEncID(m) Identity-based encryption function: Encrypt message m with identity
ID [17]

IBDecs(c) Identity-based decryption function: Decrypt cipher textc with secret
identity key s [17]

Signs(m) Identity-based digital signature function: Sign message with secret
identity key s [18, 19]

VerifyID(m, σ) Identity-based digital signature verification function: Verify the
signature σ of message m with identity ID [18, 19]

Enck(m) Symmetric encryption function: Encrypt message m with symmetric
key k

Deck(c) Symmetric decryption function: Decrypt cipher text c with symmetric
key k

infoVi Vehicle information of Vi

MACk(·) Message authentication code computation function using k as a key,
such as HMAC [20]

H(·) Hash functionh: {0, 1}∗ → {0, 1}n

|| Message concatenationoperation

• TA initiation: Let G be a cyclic additive group of prime order q, P ∈ G a
generator of G and let e : G × G → V be a bilinear map which satisfies
following conditions [12]:

1. Bilinear: e(x1+x2, y) = e(x1, y)·e(x2, y) and e(x, y1+y2) = e(x, y1)·
e(x, y2).

2. Non-degenerate: There exists x ∈ G and y ∈ G such that e(x, y) �= 1.

Then, TA generates master key and system parameters as follows:

(1) TA randomly picks integer α ∈ Z
∗
q as system master key and computes

β = αP as system public key.
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(2) TA computes sTA = αH(IDTA) as its identity secret key.
(3) {β, IDTA} are published to public, and {α, sIDTA} are kept secret.

Vehicle and RSU register themselves to TA as follows:

(1) For a vehicle, represented as Vi, it submits its real identity IDVi and vehi-
cle information infoVi

(e.g., engine serial number, date of manufacture,
and vehicle owner) to the TA. Identity secret key of Vi is then given by
sVi = αH(IDVi) which is computed by TA and given to Vi.

(2) For a RSU, represented as RSUi, it submits its real identity IDRi and
RSU information infoRi (e.g., RSU serial number and location) to the
TA. Identity secret key of RSUi is then given by sRi = αH(IDRi) which
is computed by TA and given to Vi.

(3) TA saves vehicle/RSU-submitted information and their secret keys.

2.4.3 Vehicle–RSU Key Agreement

In our proposed scheme, each RSU is responsible for traffic information
collection and traffic jam detection of its communication range. In order to
preserve the privacy of vehicles, when a vehicle enters the communication
range of a RSU, it should firstly perform key agreement with the RSU to get
secret key and pseudo-identities. The key agreement procedure is shown in
Figure 2.1.

Vehicle Vi randomly picks r1 ∈ Z
∗
q and encrypts r1 || IDVi with identity of

TA and generates the signature of r1 with identity secret key of Vi (steps 1–3
in Figure 2.1). Upon receiving message {c1, σ1}, Rx randomly picks r2 ∈ Z

∗
q

and generates signature of r2, and then, {r2, IDRx , σ1, c1, σ2} is sent to TA

Figure 2.1 Vehicle–RSU key agreement.
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(steps 4, 5). TA decrypts c1 to recover r1 and IDVi , and then, TA verifies σ1
and σ2, respectively. If both signatures are valid, it means that the request
is from a legal vehicle and RSU, and then, TA computes the signature of
r1 || IDRx || IDVi and sends the signature σ3 to Rx (steps 6–9). Upon reception,
Rx forwards σ3 with identities IDRx and IDVi . Vi verifies σ3 to make sure
that Rx is trusted and valid (step 10). Up to now, entity authentication
is finished.

Vi randomly picks a ∈ Z
∗
q and encrypts aP || IDVi with identity of

Rx (steps 11, 12). Rx decrypts c2 to recover {aP, IDVi}, randomly picks
b ∈ Z

∗
q , and computes the signature of aP || bP . Then, bP, σ3 is sent to Vi

(steps 13–15). Vi verifies the validity of σ3 and computes the signatures of
aP || bP and sends σ4 back to Rx (steps 16–17). Rx verifies the validity
of σ4. If σ4 is valid, the secret key between Vi and Rx is sVi,Rx = abP .
Then, Rx generates n pseudo-identities and encrypts them with abP . Rx

stores {IDVi , PID1 || PID2 || . . . ||, PIDn, abP} and sends c3 to Vi

(steps 18–20). As secret key abP is only known by Vi and Rx, Vi can decrypt
c3 to recover pseudo-identities (step 21). Pseudo-identities are utilized for
anonymous traffic information reporting by vehicle. Up to now, the whole
key agreement procedure is finished.

2.4.4 Traffic Information Collection and Aggregation

After vehicle–RSU key agreement, Vi begins to send its traffic information to
Rx with the secret key between Vi and Rx. It should be noted that if a vehicle
is located in the overlapping region of several RSUs, it should report traffic
information to RSUs, respectively, so that each RSU could collect enough
traffic information for traffic jam detection. Rx collects traffic information
from all vehicles located in its communication range for traffic information
aggregation and traffic jam detection. The traffic information collection is
performed as follows:

1. Vehicle Vi collects and generates its traffic information as {timestamp,
position, speed, direction}.

2. Vi picks a random integer r ∈ {1, 2, . . ., n}. Let m = PIDr ||
timestamp || position || speed || direction and compute c =
EncabP (m), ρ = MACabP (m). Each pseudo-identity should only be
used for limited times, and Vi should perform another vehicle–RSU key
agreement when all pseudo-identities are used up.

3. Vi sends {PIDr, c, ρ} to Rx, and then, Rx verifies the message as
follows:
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{PID′
r,timestamp,position,speed,direction} =DecabP (c)

If PIDr != PID′
r:

drop message {PIDr, c, ρ}
else if (current time -timestamp )>thresholdtime:

drop message {PIDr, c, ρ}
else:
if (MACabP (PID′

r ||timestamp ||position ||speed ||direction )
== ρ):
store message {IDVi,timestamp,position,speed,
direction}

else:
drop message {PIDr, c, ρ}

Threshold time is a preset value to prevent the replay attack. Vi reports its
traffic information to Rx periodically, and Rx aggregates collected traffic
information to detect the traffic jam. Traffic jam is a condition on road networks
that occurs as user increases and is characterized by slower speeds, longer trip
times, and increased vehicular queuing. So the traffic jam detection strategy is
based on the two essential factors: vehicle density and average vehicle speed.
Area covered by RSUs is divided into square-shaped districts with sides of
several hundred meter length. Districts covered by Rx are shown in Figure 2.2.
Rx detects the traffic jam as follows:

1. Select the most recent traffic message from distinct vehicles, and mark
the corresponding vehicles on the map.

2. Select and mark districts where vehicle density is bigger than the preset
vehicledensity and thresholddensity:

for each districti:
if (count(vehicle in districti)/area(districti)>
thresholddensity):

mark districti

end if
end for

If a district is not fully covered by Rx, e.g., district21 in Figure 2.2,
function area (districti) only calculates the area that is covered by Rx.

3. Compute vehicle average speed of the marked districts. If average speed
is lower than a preset speed threshold thresholdspeed, traffic jam in the
district is detected and a traffic jam information of the district is generated
as {timestamp, districti}:



2.4 The Proposed PETS Scheme 61

Figure 2.2 Division into districts.

for each marked districti:
if (sum(vehicle speed)/count(vehicle in districti)>
thresholdspeed):
generate traffic jam message m = {timestamp, districti}

end if
end for

2.4.5 Traffic Jam Message Propagation

Upon the detection of traffic jam detected by Rx, the traffic jam message m
is propagated to the communication range of Rx and its adjacent RSUs. The
message propagation procedure is shown in Figure 2.3.

Firstly, Rx generates the signature of current time and traffic jam message
and sends {timestamp, m, IDRx , σ1} to TA (steps 1, 2). TA verifies the
validity of σ1 to confirm that the traffic jam message is from a valid RSU.
If the verification passes, TA generates the signature of timestamp || m and
sends the signature to Rx and its adjacent RSUs, Ri, in Figure 2.3 (steps 3, 4).
When RSUs receive traffic jam message from TA, they verify the signature and
broadcast valid traffic jam message to vehicles in their communication range
to notify vehicles. Upon the message reception, vehicles verify the traffic jam
message. We take Vi as an instance to illustrate the verification process:
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timestamplast: the last traffic jam message received time
thresholdinterval: threshold interval of two traffic jam

messages
Vigets current time: timestampcurrent

if (timestampcurrent-timestamplast)>=thresholdinterval:
if V erifyIDTA

(timestamp || m, σ2) is valid:
notify driver that traffic jam occurs in districti

at time timestamp
else:

random pick a pseudo-identity PIDr

compute c1 = EncsVi,Rx
(timestamp || m || IDRx || σ2) send

{PIDr , c1} to Rx

Rxdecrypts c1: {timestamp, m, IDRx , σ2} = DecsVi,Rx
(c1)

if ({timestamp, m, IDRx , σ2}is verified):
ret = select result from ret table where message

= timestamp || m || σ2
else:

Rx computes ret=V erifyIDTA
(timestamp ||m, σ2)

store ret in ret TABLE as {result=ret,message=timestamp
|| m, σ2}
compute c2 = EncsVi,Rx

(timestamp || m || IDRx || σ2 || ret) || ret
Rx sends c2 to Vi

Vi decrypts c2 to get verification result ret
if ret ==1: notify driver that traffic jam occurs in

districti at time timestamp

Figure 2.3 Traffic jam message propagation.
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It should be noticed that RSU verifies at most a traffic jam message once
RSU stores the verification result of a message, when another vehicle sends
the same request; it returns the result to vehicle directly. This saves RSU
computation recourses and avoids computational DoS attack. In this way, the
driver could recount his driving route to avoid traffic jam to get a faster and
unblocked route to destination, and traffic jam is eased.

2.5 Security Analysis

According to the security requirements in Section 2.3.3, the security analysis
is discussed in the following paragraph. In discussion, we also analyze two
representative traffic information sharing schemes (VAST [21], RAISE [15])
to compare with PETS. The comparison result of different security properties
that schemes fulfill is demonstrated in Table 2.2.

• Authentication: Message authentication code is utilized to traffic infor-
mation collection. As message authentication code is based on one-way
function, it is hard to forge a valid message authentication code without
knowing secret key (In Section 2.3.3, the key is abP.). Identity-based
digital signature is employed for traffic jam message propagation. Due
to computational Diffie–Hellman assumption, it is hard to generate a
valid signature without knowledge of identity secret key. Security feature
of authentication makes sure that vehicles only accept message without
modification during transmission from legal entities.

• DoS resistant: After vehicle–RSU key agreement, RSU is in charge
of traffic information collection, and vehicles no longer collect traffic
information individually. In this way, computation and storage load are
moved from vehicles to powerful RSU. Furthermore, traffic information
verification only involves symmetric cryptographic operation and mes-
sage authentication code computation, which makes a great contribution
to the efficiency of message collection. Identity-based digital signature
is computationally expensive, especially for vehicles that resources

Table 2.2 Comparison of different security properties schemes fulfill
Property

Scheme VAST RAISE PETS
Authentication � � �
DoS resistant � × �
Identity privacy preserving × � �
Unlinkability × � �
Conditional Traceability × � �
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are limited. In traffic jam message propagation phase, a vehicle verifies
at most one message in a preset interval, or it requests the powerful RSU
to verify the message. If small parts of vehicles are compromised, the
adversary still cannot make an effective DoS attack by utilizing com-
promised vehicles. In RAISE, vehicles need to verify digital signature
themselves. The adversary could launch a successful attack by employing
compromised vehicles to send invalid signatures at the same time.

• Identity privacy preserving: When a vehicle enters the communication
range of a RSU, the vehicle performs key agreement with the RSU.
During the key agreement, real identity of the vehicle is only known
by TA and legal RSU which is authorized by TA. So vehicles have no
knowledge of other vehicles’identities. For traffic information collection,
a vehicle reports its traffic message encrypted by secret key generated
in key agreement along with a pseudonymous identity to a RSU. Then,
the identity privacy is preserved even if the adversary could monitor the
whole network. In VAST, certificates are used for authentication directly,
which leads VAST does not provide security feature of identity privacy
preserving, unlinkability and conditional traceability.

• Unlinkability: A vehicle randomly picks a pseudo-identity for each
traffic information report, and every pseudo-identity is used for limited
time, which avoids the adversary link multiple messages to one vehicle.
In addition, the traffic information reported by each vehicle is encrypted
by secret key between vehicle and RSU, in the sense that the adversary
cannot take any advantage of traffic information to help construct the
linkability between messages and vehicles.

• Conditional traceability: In our scheme, only TA and authorized legal
RSUs have the knowledge of real identity of a vehicle. TA can query
RSUs to link the message with the corresponding vehicle and disclose
the original sender of the message. The feature of conditional traceability
is important, for it not only help to trace the message origin, but also be
useful to detect greedy and malicious vehicles.

2.6 Performance Evaluation

In this section, we evaluate the performance of the proposed PETS with VAST
and RAISE schemes. As traffic information sending/collection and traffic
information propagation/verification are the most common and frequent oper-
ations in VANET, we analyze the computation and communication overhead
of these operations at first, and then, we simulate schemes to give a further
evaluation.



2.6 Performance Evaluation 65

Tate pairing [22] is adopted in our evaluation, where G is represented by
161 bits, and the prime order q is represented by 160 bits. Moreover, we utilize
AES-128 as Enck(·)/Deck(·), HMAC as MACk(·), and SHA-1 as H(·).
Let Tmul denotes the time to compute one point multiplication, Tpar denotes
the time to perform one pairing operation, Thash denotes the time of one
hash function operation, Tmac denotes the time of one message authentication
code operation, Tenc denotes the time of one encryption operation, and Tdec
denotes the time of one decryption operation. Tmul, Tpar, Thash, Tmac, Tenc,
and Tdec dominate the computation performance of schemes, for simplicity;
we only consider these operations for traffic information sending/collection
evaluation and traffic jam message propagation/verification evaluation. We run
100 times point multiplication, tate pairing, SHA-1 hash function, AES-128
encryption/decryption, and HMAC operation on a machine equipped with an
Intel Core (TM) 2 Duo CPU@2.4GHz, respectively, and the average operation
times are 5.4 ms, 40.7 ms, 6 μs, 16.7 μs, 15.8 μs, and 40.7 μs, respectively.
The following simulation adopts the measured processing time based on
these data.

2.6.1 Traffic Information Sending/Collection Overhead

In VAST, traffic information sending requires one point multiplication and a
message authentication code operation, so the computational cost is Tmul +
Tmac. According to our former experiment, VAST can send:

1
Tmul + Tmac

=
1

5.4 ∗ 10−3 + 4.07 ∗ 10−5 ≈ 183.8

messages per second. Traffic information sending/collection overhead com-
putation overhead is shown in Table 2.3. Figure 2.4 illustrates the number
of messages that the scheme can send/collect per second. It can be seen that
all of the above schemes have a rather fast speed for message sending and
collection. But VAST cannot achieve both efficiency and security feature
of non-repudiation for message collection, and RAISE does not encrypt the
message, which may lead to message abusing by adversaries.

Table 2.3 Computation overhead of traffic information sending/collection
VAST RAISE PETS

Sending Tmul + Tmac Tmac T enc + Tmac

Collection 2Tmac + 2Tmul (non-repudiation required) Tmac + T hash T dec + Tmac

2Tmac (no non-repudiation)
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Figure 2.4 Message sending/verification speed.

Note: VAST* is VAST scheme when non-repudiation is not required.

In VAST, the communication overhead consists of 63 bytes certificate, 20
bytes message authentication code, 42 bytes signature, 16 bytes symmetric
key, and 4 bytes index ID. Table 2.4 shows communication overhead of
sending one traffic information message. It can be seen that PETS has the
lowest bandwidth consumption, and it decreases communication overhead
by 10.00%∼69.66% compared with VAST and RAISE. When the number
of vehicles is big, low bandwidth consumption of PETS contributes to low
message loss ratio as we will further simulate it in Section 2.6.3.

2.6.2 Traffic Information Propagation/Verification Overhead

When traffic information is collected, it should be aggregated or forwarded to
the other vehicles. As RAISE and PETS utilize powerful RSU to aggregate
traffic information, we mainly consider computation and communication
overhead at the vehicle side. In PETS, vehicle has two ways to verify traffic
information: perform identity-based digital signature verification itself or
request RSU to verify traffic information instead. Computation and commu-
nication overhead are shown in Table 2.5, and every second the number of
messages that the scheme can verify is illustrated in Figure 2.5. It reveals
that 1) VAST has a rather high performance when non-repudiation is not
required, and RAISE is vulnerable to DoS attack when a vehicle needs

Table 2.4 Communication overhead of traffic information sending/collection
VAST RAISE PETS

Communication overhead (byte) 145 44 40
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Table 2.5 Computation overhead of traffic information propagation/verification

VAST RAISE PETS

Computation
overhead

2Tmac + 2Tmul

(non-repudiation required)
2Tmul + Thash 2Tpar + 2Thash

(no RSU assist)
2Tmac

(no non-repudiation)
Tenc + Tdec

(with RSU assist)
Communication
overhead (byte)

145 20n + 42 42 + 20 + 4
(no RSU assist)
20 + 35
(with RSU assist)

Figure 2.5 Message verification speed per second.

Note: VAST* is VAST scheme when non-repudiation is not required; PETS* is PETS scheme with RSU
assist verification.

to verify more than x messages (e.g., adversary utilized several promised
vehicles to send a number of invalid messages for verification). Only PETS
achieves both efficient message verification and DoS-resistant security feature.
2) We assume that RSU propagates aggregates message every 100 messages
in RAISE, and every 10,000 messages in PETS. Figure 2.6 illustrates the
relation curves that communication cost varies with the number of messages n.
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Figure 2.6 Bandwidth consumption.

Note: VAST* is VAST scheme when non-repudiation is not required; PETS* is PETS scheme with RSU
assist verification.

It can be seen that both RAISE and PETS that are based on aggregation
have a relatively low bandwidth consumption compared with VAST which
shares the collected traffic information message directly. Furthermore, PETS
is application-oriented, and it only generates a message when traffic jam is
detected. So the proposal significantly decreases network communication at
the message propagation phase.

2.6.3 Scheme Simulation

In this subsection, we simulate VAST (VAST*), RAISE, and PETS with
opportunistic networking environment (ONE [10]). Aiming at estimating
real-world road system properly, we select a part from real map of Beijing
(northeast corner of area surrounded by the No. 2 Ring Road of Beijing)
using OpenJump and import it into ONE as a city street scenario. The
adopted map and the user interface of ONE in this chapter are presented
as in Figures 2.7 and 2.8.
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Figure 2.7 City street scenario corresponding to a roughly.

RSUs are distributed randomly on the roads of the map at the beginning
of each simulation at a speed of 0 km/h. The number of RSUs would be
sufficient to cover all the vehicles in the map. All vehicles are distributed
deliberately on the roads of the map at the beginning of each simulation. Each
of them would choose one casual point separately on roads and moves toward
it following a specific movement model, at a random speed generated from
a range of 10 km/h centered at a velocity value configured in advance. ONE
provides several advanced practical movement models to imitate different
actual scenarios in life. Hereby, we cautiously equip every vehicle with shortest
path map-based movement in which Dijkstra’s algorithm is used to find the
shortest path along connected road between two random map nodes. Having
arrived at the destination, the vehicle waits for a short time, and then, it
would pick next random target on some road of the grids and repeat the
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Figure 2.8 ONE user interface square are of size 2250 × 2250 m2.

aforementioned moving process till the end of this round of simulation. Other
essential parameters are listed in Table 2.6.

Metrics for performance evaluation in this chapter are the average message
delay, average message loss ratio, and percentage of signature verified, which
are represented as avgDmsg, avgLR, and avgPer SV , correspondingly, and
are stated as follows:

avgDmsg =
1

ND · Msent n · Kn

∑
nεD

Msent n∑
m=1

Kn∑
k=1(

Tn m
sign + Tn m k

transmission + Tn m k
verify

)
· (Ln m k + 1),

where D is the simulation district, ND is the total number of RSUs and vehicles
in D, Msent n is the number of messages sent by RSU or vehicle n, Kn is the
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Table 2.6 Simulation configuration
Simulation Scenario City Streets
Total of RSUs 10
Communication range RSU 300 m

Vehicle 1500 m
Simulation time 200 s
Channel bandwidth (RSU & vehicle) 6 Mbps
Wait time 0∼5 s
Buffer size RSU 100 M bytes

Vehicle 1 M bytes
Vehicle broadcast interval 0.3 s
Speed [20 km/h, 100 km/h]

number of RSUs and vehicles within the one-hop communication range of
RSU or vehicle n, Tn m

sign represents the time consumed for signing message
m by RSU or vehicle n, n m k is one message sent by RSU or vehicle n and
received by RSU or vehicle k, and Ln m k is the length of the buffer queue
equipped in RSU or vehicle k when n m k is received by RSU or vehicle k.

avgLR =
1

ND

ND∑
n=1

Mn
dropped∑Kn

k=1 Mn
arrived

,

where Mn
dropped means the total of dropped messages by RSU or vehicle n

in the application layer and Mn
arrived the number of received messages in

the network layer by RSU or vehicle n. Here, consideration of message loss
caused by wireless transmission is excluded, as leaving only message loss by
security protocol due to full buffer space.

avg Per SV =
1

ND

ND∑
n=1

Mn
consumed∑Kn

k=1 Mn
arrived

,

where Mn
consumed means the total of consumed messages by RSU or vehicle

n in the application layer. In the following, we conduct a set of experiments
to analyze the impacts of different traffic loads.

Simulation results are shown in Figures 2.9–2.11.
It could be seen that with the growth of traffic load, the average message

delay is increasing for VAST and RAISE, while it remains stable for VAST*
and PETS. Besides, the value for VAST is above one second even with
only 10 vehicles in the communication range, which is much larger than the
other three and could not be applicable for high traffic density, while for
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Figure 2.9 Impact of traffic load on message delay.

Figure 2.10 Impact of traffic load on message loss ratio.
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Figure 2.11 Impact of traffic load on percentage of signatures verified.

PETS, the average message delay keeps the lowest of the four schemes in all
kinds of traffic scenarios, which is effective to handle scenarios like warning
broadcasting with high traffic density.

The average message loss ratio for VAST keeps growing when the traffic
load is above 30 and reaches beyond 50% when the traffic load is larger
than 70 which is normal in the scenario of traffic jam, while for the other
three including PETS, it keeps zero no matter what the traffic load it is now.
Actually, considering this metric, PETS is one of the best.

The percentage of signature verified decreases for VAST with the growth
of traffic load and drops to less than 50% when the traffic load is larger
than 35. This is not tolerable in most of the VANET applications due to that
without enough information, the decisions made would be pale and useless for
improvement of traffic efficiency, while for the other three schemes including
PETS, the metric value keeps nearly 100% all the time. Actually, it is 100% all
the time for PETS in original experiment result when the traffic load is lower
than 80, while for the other three schemes, signature not verified do exist even
in a low traffic density.

To conclude from the above analysis of simulations, PETS turns out to have
the lowest average message delay, and its message loss ratio and signature
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verified percentage are also in the best category of all schemes. Although
VAST* also produces a good performance, it does not provide some essential
security, such as unlinkability, conditional traceability, and non-repudiation.

2.7 Conclusion

In this chapter, a novel traffic jam information sharing scheme is proposed.
The proposal employs RSU as an aggregator to collect and aggregate traffic
information sent from vehicles to detect traffic jam. Vehicles use pseudo-
identities for information reporting, which avoids identity privacy leaking
and adversary tracing. As traffic information is not collected by individual
vehicles directly, cost of communication and computation is significantly
reduced. When the traffic jam is detected by RSU, it generates a traffic jam
message to TA, and TA signs the message and propagates it to the vehicles to
notify drivers. To prevent DoS attack, the powerful RSU is utilized as a proxy
to assist vehicle to verify the traffic jam message. The proposal is the first
scheme that achieves both privacy preservation and DoS resistant for traffic
information sharing-based secure data aggregation. In our future work, we will
extend the proposal to support more traffic information sharing applications
including traffic jam detection. Furthermore, RSU may be not pervasive at the
early stage of VANET. So a scheme that utilizes a vehicle as an aggregator
will be investigated.
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Abstract

In this chapter, we describe a fully nonparametric, scalable, distributed
detection algorithm for intrusion/anomaly detection in networks. We discuss
how this approach addresses a growing trend in distributed attacks while
also providing solutions to problems commonly associated with distributed
detection systems. We explore the impacts to detection performance from
network topology, from the defined range of distributed communication
for each node, and from involving only a small percent of total nodes in
the network in the distributed detection communication. We evaluate our
algorithm using a software-based testing implementation and demonstrate up
to 20% improvement in detection capability over parallel, isolated anomaly
detectors for both stealthy port scans and DDoS attacks.

Keywords: Intrusion Detection, Anomaly Detection, Distributed Systems,
Nonparametric, Collaborative Defense, Network Security.

3.1 Introduction

Cyber attacks are among the top threats facing today’s world. Common
examples include compromising individual hosts to steal confidential data
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and commit fraudulent transactions and volume attacks such as scanning large
network spaces, spreading worms, or launching distributed denial-of-service
attacks (DDoS) to bring down legitimate services. For instance, a DDoS-based
DNS amplification attack typically involves an attacker first compromising a
large number of hosts to create a coordinated botnet that can be further used
to generate huge volumes of spoofed DNS queries (see Figure 3.1). A spoofed
IP address is used to forge DNS queries that appear to have come from a
target victim host. DNS responses are sent to that spoofed IP address, all
hitting the target host. Normal DNS queries and responses are around 60–80
bytes and 100–500 bytes in size, respectively. But when the attacker uses the
EDNS0 extension of the DNS protocol along with a special DNS query type,
TXT or ANY, much larger DNS responses of size around 4,000 bytes can be
generated, amplifying normal responses by a factor of about 70. DDoS-based
DNS amplification attacks exploit that amplification feature, relying on open
recursive DNS resolvers to amplify the responses and generate huge volumes
of attack traffic against victim hosts.

To evade the detection of traditional intrusion detection systems (IDSs),
cyber attacks are migrating from centralized into more sophisticated peer-to-
peer (P2P) architectures with malicious activities stealthily spread over large
number of nodes [1]. For example, in December 2013, Microsoft attempted
to shut down the ZeroAccess botnet which had taken control over two
million machines worldwide, resulting in financial losses of over $2.7 million
each month to search engine advertisers on Google, Bing, and Yahoo [2].
Identifying and shutting down 18 C&C servers disrupted the botnet, but did
not take it down completely mostly because the decentralized, distributed

Figure 3.1 DDoS-based DNS amplification attack.
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nature of the P2P botnet infrastructure made it very hard for a centralized
defense mechanism to effectively thwart it. These sophisticated distributed
cyber attacks demand a distributed anomaly detection approach, possible
only through information sharing. Machines coordinating in this way can
effectively learn and adapt according to any changing environment.

Anew frontier in cyber defense that has emerged in recent times is based on
the idea of sharing cyber attack information across organizational boundaries
so that multiple organizations may collaborate in the rapid detection and
thwarting of cyber attacks, especially attacks for which prior knowledge is
scant or nonexistent [stix–honied]. Indeed, an entire new infrastructure is
being created with new sharing protocols such as STIX [3] and TAXII [4],
cyber threat “exchanges” [5], and government backing. Automated cyber data
sharing is already being touted as the new defensive strategy against smart and
highly distributed adversaries [6]. However, as Serrano et al. pointed out there
are at least four fundamental technical challenges that need to be met before,
this paradigm can become reality [7]. Our work directly addresses two of the
four identified challenges. First, they point out that there are policy issues
that prevent sensitive data from being shared between organizations. These
policies pertain to privacy issues and/or other sensitivities of information
sharing beyond given jurisdictions relating to legal and competitive issues
(see, e.g., [8]). The second issue relates to the semantics of the data being
exchanged, since the STIX and TAXII protocols are designed to mainly
address the syntax of data sharing. IT environments show a tremendous
diversity, and cyber attacks are evolving rapidly; as a result, the data captured
in one particular environment may be unique and incomparable to similar data
from another, vitiating any gains from the data sharing. Any form of detection
that relies on comparison of semantically rich data is thus in jeopardy if the
data come from sensors in different domains.

Our approach addresses both these challenges by providing a mechanism
for cooperation between sensors in an arbitrary virtual topology and does not
rely on sharing the specific details of the underlying event, but only the
pattern of “excitation” seen in the sensors. By its nature, these data do not
contain any personal information, or even any information about the specific
attack. We expect that sharing of such data would be far easier to overcome
organizational hurdles. For the same reason, our scheme also easily addresses
the second challenge; because the data shared are very simple (even the
individual threshold values are not shared), there is no question of creating
semantic equivalence. Finally, the scheme enables sensors to self-tune their
threshold values using the feedback mechanism. When new attack patterns
appear, the sensors learn by cooperation to sense them adaptively—it takes
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some time, but there is no need for prior modeling to be applied to the sensors,
which makes our scheme especially appealing in detecting novel attacks.

In this chapter, we propose DIAMoND (Distributed Intrusion/Anomaly
Monitoring for Nonparametric Detection): a nonparametric fully distributed
coordination framework that decouples local intrusion detection functions
from network-wide coordination. DIAMoND first builds coordination overlay
networks on top of physical networks. DIAMoND then dynamically combines
direct observations of traditional localized/centralized NIDS with knowledge
exchanged with other coordinating nodes called neighbors to dynamically
detect the anomalies of underlying physical systems. Specifically, coordinat-
ing nodes in DIAMoND exchange generic nonparametric levels of concern
between neighbors that reflect the observed probability of network attacks
without elaborating any further details about the observations themselves. As
a result, the coordination layer of the DIAMoND framework can be readily
coupled with any local detection schemes without the need for increasing the
detection feature sets. The coordination network layer is also decoupled from
the underlying physical network layer to facilitate the flexible coordination
strategies based on, for example, previously observed correlated behaviors,
instead of being artificially limited to direct connectivity or geographic
proximity. Interactions inside DIAMoND are limited to local neighborhood
(e.g., 1 or 2 hop neighbors) in the overlay network, thus ensuring system
scalability linear to the coordination network density instead of network size.
The overall architecture of DIAMoND thus allows the preservation of private
information of individual participating parties, which eases the deployment
of DIAMoND across political and administrative boundaries.

DIAMoND is evaluated by emulation using an OS-level virtualization test
bed. Additionally, our prototype shows how a distributed anomaly detector
can be implemented in the POX SDN (software-defined network) controller.
DIAMoND is released to the community for further works [9].

Our research contributions are summarized as follows:

• We propose a simple, scalable, nonparametric, fully distributed coordi-
nation framework that can be coupled with versatile local/centralized
detection schemes for enhanced system performance.

• We propose fully automated strategies for creating mutual, dynamic
coordination neighborhoods to facilitate the detection and fast reaction to
network threats as well as to minimize the number of interactions within
our system. These coordination topologies are fully decoupled from
physical topologies thus not limited by the boundaries of administrative
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control or geography and can be based on previously observed, repeated
network-wide dispersed attacks.

• We evaluate the system accuracy to maximize sensitivity without com-
promising specificity by proposing and comparing four nonparametric,
naïve excitation algorithms that combine the direct observation of a node
with a summarized level of concern from local neighbors. In principle,
each administrator can independently control the trade-off between
sensitivity and specificity by, for example, choosing a more conservative
algorithm. Moreover, we calculate the overall system accuracy and we
quantify the additional information that is gained by deploying our system
on top of local intrusion detectors.

• We demonstrate that even a minimal system deployment rapidly increases
the overall detection accuracy and information gain.

Section 3.2 discusses the related work. Section 3.3 presents the architecture
and the communication protocol of our solution. Section 3.4 introduces the
test bed environments. Performance evaluation is described in Section 3.5,
and we conclude our work in Section 3.6.

3.2 Literature Review

There have been several proposals for distributed intrusion detection such
as distributed collection and centralized coordination [10, 11], hierarchical
[12, 13], and fully distributed systems [14–23].

Grochocki et al. [24] discuss trade-offs between different types of
distributed IDS deployment architectures, demonstrating the coverage and
detection rate benefits of fully distributed (embedded sensing) systems over
semidistributed systems and centralized systems.

In centralized coordination approaches, a correlation unit becomes a single
point of vulnerability or failure. Shutting down a central server results in
deactivating the detection system. Moreover, with an increasing volume of
data to forward from remote collection units, the scalability of such an archi-
tecture is reduced significantly because of the required processing capabilities
to perform alert correlation and the large volumes of bandwidth. This may
result in unacceptable delays in responding to network intrusions or data
losses.

Hierarchical detection architecture could scale better, but again, it would
still suffer from the same problems; for example, a failure of higher level
nodes shuts down the whole subtree of the intrusion detection system.
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To overcome some of the limitations of distributed collection and cen-
tralized or hierarchical coordination approaches, fully distributed intrusion
detection systems have been proposed. Chhabra et al. [15] demonstrate that a
fully distributed approach to spatial volume anomaly detection can be just as
effective as centralized approaches.

Locasto et al. proposed a fully distributed P2P IDS [16] in which every
node is equipped with two principal components: Worminator and Whirlpool.
The first one is responsible for alert correlation based on suspicious IP
addresses encoded with Bloom filters, whereas the second one provides a
mechanism for effectively conferencing alert-related information with other
peers within the so-called federations.

Another P2P approach for collaborative intrusion detection is proposed by
Zhou et al. [17]. It implements a distributed hash table (DHT) system to share
the detection information. Each peer submits its blacklist to a fully distributed
P2P overlay. The participating nodes are notified if other peers are attacked
by the same source.

However, both methods use a single traffic feature, which might be
too restrictive for detecting some important characteristics of large-scale
intrusions. In our work, we advance these methods by proposing DIAMoND
in which nonparametric levels of concern are exchanged between neighbors
without elaborating any further details of the attacks themselves.

DefCOM [25], which is a distributed system for DDoS mitigation, consists
of three types of nodes: core, classifier, and alert generator nodes. It imple-
ments an overlay communication protocol between source, victim, and core
networks to detect and block the attack at the source.

In a distributed IDS proposed by Dash et al. [19], local detectors use a
binary classifier to analyze incoming/outgoing host traffic and raise an alarm
if a threshold value is crossed. Through their information sharing system
(ISS), those alarms are sent to a random set of global detectors that generate a
global view of security status of the system being monitored. One of the main
drawbacks of their system, however, is the separation of global detectors and
local detectors and the need for the ISS to coordinate messages between them.
Such complexity would introduce communication and detection delays that
are not imposed in our system.

Zhang et al. [26] proposed a distributed detection system for the multilayer
network architecture of smart grids. Their IDS, however, is very specific to the
network architecture of smart grids and does not really facilitate distributed
decision making; rather, each IDS running in each different network layer
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monitors their own network traffic and, in most cases, makes independent
decisions.

Yegneswaran et al. proposed the DOMINO system [18] that consists of
three types of participants: axis overlay nodes that create a fully distributed
P2P architecture, satellite communities that create smaller networks of com-
municating nodes and provide a wide diversity of alert data to axis nodes, and,
finally, terrestrial contributors that deliver to the system any form of external
intrusion data from firewalls, NIDS, etc. Axis nodes participate in a periodic
alert data exchange, whereas alerts are generated in majority within small
networks or satellites and can be propagated to the axis level. Each axis node
maintains local and global views of the current intrusion. The local summaries
are based on the direct observation of monitored subnetworks and its satellites,
while the global summary is created by the alert correlation from other
participating nodes. Open questions in DOMINO remain regarding its ability
to preserve data privacy and the efficiency of the distributed architecture. In our
work, we propose to exchange nonparametric levels of concern between the
nearest neighbors which (i) reduce the communication overhead, (ii) preserve
data privacy, and (iii) reduce the computation cost at each node due to a simple
alert correlation algorithm.

Other security systems propose to detect various network attacks, in
particular DDoS by type [27–29]. For instance, a DDoS DNS amplification
attack relies on the ability to spoof IP addresses, so source address valida-
tion solutions can be effective. These solutions include authentication-based
methods [27], traceback-based methods [28], and filtering-based methods
[29]. Deployment of such solutions is practically limited because they require
fundamental changes in Internet infrastructure. Ingress filtering allows routers
to drop packets with source IPs that do not match any entry in the FIB
forwarding table. The table lookup time adds an important delay on a router’s
forwarding time, which is unacceptable on high-speed links. Moreover, this
type of filtering is not compatible with “special” services such as mobile IP and
may create problems when the end-host is multihomed. Note that amplified
answers from DNS resolvers will not be dropped by ingress filtering as they
have a legitimate DNS source IP address; thus, this filtering requires a high
fraction of deployment.

These solutions require deployment of a new detection system for each
type of DDoS attacks. In this chapter, we describe a generic distributed,
coordination system to mitigate all types of DDoS attacks that can ideally
incorporate any existing detection algorithm.
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3.3 System Design

3.3.1 Architecture Overview

DIAMoND is deployed over multiple nodes (switches, middle boxes) in a
fully distributed architecture. We define a node’s neighborhood as a subset
of all nodes with which it directly exchanges nonparametric alert-related
information. Neighborhoods are dynamic and can change over time based on,
e.g., previously observed correlated behaviors or topology. Two collaborating
nodes enjoy a symbiotic, mutual relationship, which means that both of
them need to authenticate each other and agree on joining each other’s
neighborhoods. Furthermore, each node is equipped with two functional
units: a detection unit (DU) and a coordination unit (CU). The former is
responsible for the data-driven assessment of the so-called threat level—the
level of likelihood that an intrusion is occurring based on the direct observation
reported by local NIDS and/or firewall implementation. The latter calculates
the concern level which is a function of the threat level and the concern levels
of its neighbors (cf. Figure 3.2).

Let us imagine a simple network composed of three nodes in a linear
topology (cf. Figure 3.3). Each node is equipped with our distributed system
which also includes a rate-limiting algorithm implemented in DU. If the
traffic exceeds a predefined sensitivity threshold for a given IP address, it
is dropped or delayed; otherwise, it is allowed to pass the filter. If we further
assume that neighborhoods are based on physical connections, then we obtain
the following three dynamic neighborhoods: A = {B}, B = {A, C}, and
C = {C}. Each node shares its level of concern instead of threat level or

Figure 3.2 DIAMoND architecture.
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Figure 3.3 An example of node organization.

some specific information derived from the direct observation. Note that a
local concern consensus of nodes A and C can (i) influence the level of
concern of node B and (ii) tune the dynamic sensitivity thresholds of the rate-
limiting detection algorithm in a detection unit of node B to react to outbreaks
or to long-term network changes.

3.3.2 Detection Unit

NIDS, firewalls, and any other security intelligence can be implemented in
DU so long as there is an appropriate plug-in to CU to translate the output
of DU to the nonparametric threat level. Additionally, there must be an
incorporated appropriate response by the DU to different levels of concerns of
its neighbors (e.g., tuning of sensitivity thresholds). To foster interoperability,
we do not require the extraction and provision of any potentially sensitive
and/or incomparable attack details. In fact, a node may choose from among a
set of different local anomaly detection methods, thereby making it difficult
for an attacker to manipulate the local anomaly detection’s influence on the
CU network by making it harder to predict what types of traffic may trigger
a local intrusion warning. These features greatly increase the potential of
such a system to be able to detect diverse characteristics of large-scale zero-
day attacks, depending on a variety of local detection algorithms adapted to
DIAMoND.

3.3.3 Coordination Unit

In this section, we provide a description of the key component of CU that
locally calculates the levels of concerns based on local information (levels



88 DIAMoND: Distributed Intrusion/Anomaly Monitoring for Nonparametric

of concerns of its neighbors) and direct observation (outbreaks detected by
internal NIDS and/or firewalls). We also discuss the plug-in allowing the
dynamic adjustment for detection thresholds of DU according to the local
information.

Let us first formalize the DIAMoND system. We define B = {bi, i =
1 . . . n} as the entire set of all participating nodes. Each node, bi, has access
to some subset of information about the traffic it handles, which is defined
as the observation set, o(bi). In particular, a node may have access to all the
packet headers in its traffic, but it may also have access to some part of the
payloads. For each node, there is also a time window, W t−w,t

i (o(bi)), of length
w over which the observation set may be analyzed. In our experiments, w is
set to 5s for all nodes. Each of the participating nodes has an internal set of
“native” detection algorithms, ai(W

t−w,t
i (o(bi)), sti,t), that are a function of

the information in the observation set of that node and of the set of detection
sensitivity thresholds for that node at time t, sti,t, each associated with a
detection algorithm available to that node (i.e., each element of sti is associated
with an element of ai). These sensitivity thresholds are dynamically updated
over time, and there is no a priori assumption of uniformity in sensitivity
thresholds across nodes. In fact, since each node may employ its own local
anomaly detector, these thresholds are completely independent from each
other.

At each time t, each node computes a function of the observed threat level,
Ti,t (ai), which is the data-driven assessed level of likelihood that an anomaly
is occurring. (For brevity, the (ai) will henceforth be omitted.)

As discussed earlier, each node, bi, has an associated set of nodes, called
the neighborhood, n(bi) ⊇ B, such that there is a path of links in the network
from each node in n(bi) to bi that influence its sensitivity threshold. Note this
is not the same as the set of nodes with which bi shares a direct link, but rather
the set of nodes that influence the threshold of bi.

Each node bi has a level of concern at time t, ci,t(Ti,t−1, Lt−1(n(bi))),
which is a function of both the previously assessed threat level and of
a function Lt (n (bi)) that computes the total impact of the concerns of
all nodes within the neighborhood of bi at time t. Our naïve excitation
algorithm is defined as follows. Initially, ci,1 = 0 and L1 (n (bi)) = 0.
Let c̄ =

∑
bj∈n(bi) cj,t−1/|n(bi)| be the mean of the concerns of neighbors,

and thus,

Lt(n(bi)) =

⎧⎨
⎩

0, if c̄ < V0
1, if V0 ≤ c̄ < V1
2, otherwise

(3.1)
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where the current V0 and V1 values were informed by the expected traffic flow
for each node given the initial network topology and within that expectation,
set arbitrarily to 0.34 and 1.34, respectively.

Each node is equipped with a sampling detection algorithm for defeating
TCPintrusions such as SYN flooding attacks and port scan activity [30, 31] that
we extended to meet the needs of our system. Again, the DU might implement
any kind of local intrusion detection intelligence, ideally including a plug-
in to dynamically adjust its operational features such as detection thresholds
according to Lt−1 (n (bi)).

We define Rsrc and Rdst ∈ {1, 2, 3, . . .} as a number of outgoing SYN
segments to corresponding incoming ACK segments per source and per
destination, respectively, as traffic features corresponding to ai. At time
t0, we calculate the cdf function of Rsrc based on daily collected packet
traces of a trans-Pacific line [32]. We define sti,0 = P (Rsrc ≤ 1.05) and
sti, min = P (Rsrc ≤ 0.99) as a minimal value of sti,t.

Let λ = Lt−1(n(bi))/max[Ti,t−1(ai)] be called the update rate; thus, the
adaptive sensitivity threshold, sti,t could be defined as follows:

sti,t =
{
sti,min, if sti,0 ∗ (1 − λ) ≤ sti,min
sti,0 ∗ (1 − λ), otherwise

(3.2)

We assign Ti,t (ai) ∈ {0, 1, 2} for each node in each time based on the
observed traffic on that node using algorithm ai with thresholds sti,t informed
by the distribution of results from the local intrusion detection algorithm
(initially parameterized using “normal network traffic”). Values are defined
such that 0 indicates a completely normal classification, 1 indicates that traffic
patterns have exceeded some fixed numbers of standard deviations from
normal (where this number is itself a component of sti,t) but has not yet
exceeded threshold to be considered an attack, and 2 indicates classification
by the local anomaly detector of a current attack.

Finally, we define a progression of four different test functions ci,t for all
nodes to explore the impact of the level of importance being assigned to the
concern of neighbors: low: ci,t = Ti,t−1 unless Lt−1 = 2, in which case ci,t =
1; med: ci,t = Ti,t−1, unless Lt−1 = 2, in which case ci,t = 1 if Ti,t−1 = 0,
and ci,t = 2 otherwise; med+: ci,t = max(Lt−1, Ti,t−1) unless Ti,t−1 = 0
and Lt−1 = 2, in which case ci,t = 1, and high: ci,t = max(Lt−1, Ti,t−1).

To the best of our knowledge, we are the first to propose to exchange
a nonparametric, summarized view of the network state coming from the
consensus of both the internal and the external observation.
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3.3.4 Communication Protocol

Each of the nodes participates in both periodic and spontaneous message
exchange. In trying to keep the communication protocol complexity as
low as possible, we define three basic messages: Keep-alive, Update, and
Summary [9].

Keep-alive messages are sent every 10 to 30 seconds depending on
settings. They include the message type, the TTL value, and the level of
concern. Messages are exchanged only between neighbors (cf. Figure 3.4a–c).
The reason we consider this type of messages is to make sure that we can
always tell the difference between completely normal network state and the
state where legitimate traffic is not delivered due to packet losses (possibly
caused by intrusive network activity). TTL reflects the number of logical
hops between two communicating nodes. Ideally, TTL should reach 0 at the
destination node.

Update messages have the same structure as keep-alive messages but are
generated spontaneously when the level of concern increases or decreases due
to either a change in a threat level or a change in a consensus of level of
concern of the neighborhood. As previously, update messages are sent only
to neighbors (cf. Figure 3.4a–c). To reduce the potential of exploitation of
the system, we limit the number of spontaneous messages possible to send
between two successive keep-alive messages.

Summary messages are multicast to many participating nodes to report
previously seen attacks and a node position so that the dynamic neighborhood
can be potentially redefined according to a strategy, network topology changes,
or recently observed attacks. The interval of summary messages could be set
to every hour, day, or even week. We limit the lifetime (hop count) of this type
of messages by TTL set to 255 (cf. Figure 3.4d). The number of malicious
source and destination IP addresses sent in a one message is limited to 20.

3.3.5 Neighborhood Strategies

We investigate the different strategies for creating neighborhoods to maxi-
mize the flow of meaningful information while minimizing the number of
connections.

The first strategy is based on a hop limit that reflects the geographic
or administrative distance between neighbors. In the simplest and yet very
effective form, we define a neighborhood of a node by direct physical or
logical connection. We also attempt to empirically verify the application of the
extended neighborhoods by increasing the TTL value. In other words, nodes
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Figure 3.4 Keep-alive, Update, and Summary message flows based on different communi-
cation strategies.

exchange their levels of concerns with their direct neighbors (TTL = 1) and
neighbors of their neighbors (TTL = 2) and so on. Another strategy consists
of correlating previously observed attacks and constructing neighborhoods
based on the assumption that malicious activity may reoccur and be launched
from the same set of compromised machines and/or against the same victims
(networks, servers). Such a strategy has the following potential advantages:
(i) Improve the detection accuracy because the neighborhoods are established
between nodes potentially involved in malicious activity, (ii) track botnets
because infected machines are often reused by botmasters, and (iii) stop attacks
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(DDoS attacks and worm spreads, in particular) close to the source of the attack
in an automated way and in real time. This strategy, however, may decrease
initial sensitivity to novel attack patterns, and analysis into these trade-offs
will be required.

3.3.6 Rogue Nodes

One potential concern for the practicality of any distributed system is that the
network may contain rogue nodes that propagate false levels of concern for
their own benefit. Though not discussed in detail here, a future enhancement to
DIAMoND to address this potential risk is the addition of a “weight” feature
that reflects the level of trust for each neighbor. Each node will define the
weight values for each of their neighbors over time, depending on the received
levels of concerns during past interactions with the neighbors. Critically, the
slope of weight growth should be reasonably small relative to the loss as a
deceptive neighbor may try to gain “weight” and then start to misbehave.
The weight update function should vary the slope of growth/loss of level
of concern as a function of the neighbor’s current weight value. Details of
the implementation and efficacy of this method are planned in immediate
future work.

3.4 Evaluation Setup

3.4.1 Software Implementation

We have developed our prototype communication protocol as an OpenFlow
controller in the POX environment [33]. The main reason for our selection is
that leading network equipment manufacturers such as Cisco, Juniper, or HP
have integrated the OpenFlow protocol in their products, which opens the way
for a seamless transition between our simulations and a real-world operational
implementation. We evaluate our switch controller using Mininet 2.0 network
emulator [34]. Our initial software system deployment consists of 20 nodes
due to computational constraints and up to 20 end-user machines connected
to each of the nodes. We use three additional OpenFlow POX components:
forwarding.L2 learning so that nodes can act as a type of L2 learning switch,
openflow.spanning tree, and openflow.discovery to build a view of the network
in topologies with loops. DIAMoND is added as a security component
to the POX controller. Our communication protocol is available to the
public [9].
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3.4.2 Physical Topologies

In order to explore the impact of network configuration on the success of
the distributed detection of DIAMoND, we tested the performance of the
algorithm on a variety of network topologies (each with a total network size
of 20 nodes due to computational constraints). These included full mesh, mesh,
bipartite, linear, and extended star, defined as follows:

• Full mesh is the complete undirected network on 20 nodes, involving
n(n – 1)!/n = 190 edges.

• Mesh is a randomly selected subgraph of Full Mesh in which the
probability of each edge is 0.3, therefore involving 0.3 n(n – 1)!/n =
57 edges for each realization.

• Bipartite is the division of the network into two sets of size 10, with the
probability of 0.6 for an edge between nodes from different sets and a
probability of 0 for an edge between nodes in the same set, therefore also
involving 0.6 n(n – 1)!/2n = 57 edges for each realization.

• Linear is a single path of edges among the nodes, i.e., a connected graph
in which 2 nodes have exactly 1 incident edge and all others have exactly
2 incident edges, therefore involving (n – 1) = 19 edges.

• Extended star is a tree, created by initiating the graph with 1 node and
then attaching each subsequently created node to one of the already
existing nodes with uniform probability until the network size reaches
20, therefore involving (n – 1) = 19 edges.

3.4.3 Legitimate and Malicious Traffic

In our experimental evaluation, we use traffic captured from the trans-Pacific
line (samplepoint-F, 150 Mbps) maintained by the MAWI working group [32].

We first use the traffic labeled by the MAWI group as anomalous or
normal using an advanced graph-based method that combines responses
from independent anomaly detectors built upon principal component analysis
(PCA), the gamma distribution, the Kullback–Leibler divergence and the
Hough transform [32]. Then, we develop our method based on X-means
algorithm.

We implement an algorithm for detecting SYN flooding attacks and port
scans [30, 31] using the python API provided by MAWILab-v1. We then
calculate the number of outgoing SYN segments to incoming ACKs per
source and per destination in 5-second intervals. We cluster the obtained
traffic using the Weka’s implementation of the X-means algorithm based on
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the Bayesian information criterion (BIC) to approximate the correct number of
clusters [35]. We classify all the traffic clustered in the most numerous group
with the lowest cluster center as legitimate traffic and classify the remaining
ones as anomalous. Finally, we filter all traffic labeled as anomalous by each
classification method and use available in our benchmark traffic generator.

We evaluate the capability of our system using two predominant attacks
exploiting TCP protocol, namely SYN stealth scans and SYN flooding attacks.
We use packet marking to distinguish between legitimate and malicious flows.
In every scenario, we compromise a subset of users from randomly selected
subnetworks and engage them in malicious activity. Finally, we launch two
successive, staggered-over-time attacks to evaluate the potential for self-
organizing anomaly detection and dynamic changes of neighborhoods based
on repeated attacks.

Our immediate next steps include applying DIAMoND to real-world DNS
traffic for botnet detection.

3.5 Emulation Results

3.5.1 Detection Accuracy

In addition to a detailed analysis of sensitivity and specificity defined as
follows:

Sensitivity =
TP

TP + FN
, Specificity =

TN

TN + FP
, (3.3)

which is provided in a form of ROC diagrams, and where TP stands for true
positive, TN for true negative, FP for false positive, and FN for false negative,
we calculate the overall system accuracy denoted as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
(3.4)

We then quantify the additional information that is gained by deploying our
system on top of benchmark local intrusion detectors (BLIDs) (i.e., we ask
by how much, if at all, the inclusion of the DIAMoND collaboration among
nodes improves their accuracy relative to their use of only the local detection
algorithms in isolation). Finally, to evaluate the information gain, we use an
information theoretic approach and a Kullback–Leibler (K–L) divergence:

D(P ||Q) = K–L(P, Q) =
∑
x∈X

P (x) log2
P (x)
Q(x)

(3.5)
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This provides a way to compare the difference between two probability
distributions P (x) and Q(x), where x is the number of accurately classified
flows (represented as 5-tuples according to the source and destination IPs
and ports, and transport layer protocol) as malicious and legitimate during a
single test (which in our case is the entire set), P (x) represents the overall
accuracy of our system, and Q(x) is the overall accuracy of BLIDs operating
independently. It is important to recall that the potential for improvement in
accuracy is scaled by the percent of malicious packets. Since in the case of
stealth scans malicious packets constitute a smaller percentage of all network
traffic, the increase in accuracy is strictly bounded, meaning that for example,
0.045 represents a substantial improvement relative to the range possible for
improvement.

Figure 3.5 (left) depicts a sensitivity as a function of 1 – specificity for
stealth scans in an extended star physical topology and an overlay network
where neighborhoods are created on the basis of direct physical connections
(TTL = 1). We present results for four test functions corresponding to different
excitation levels. They reflect the impact of four levels of importance being
assigned to the concern levels of neighbors. In other words, they describe the
level of trust that a node places in its neighborhood. The graph indicates a great
improvement in sensitivity between approximately 10% and 20% for low, med,
and med+, high algorithms, respectively, without compromising specificity
in comparison with BLID systems operating independently. The reason why
1−specificity does not exceed 3.5% (in the worst case) is attributable to two
reasons: (i) precise calibration of the rate-limiting sensitivity thresholds. For
example, the consensus of level of concerns of neighbors cannot reduce the
sensitivity threshold of a chosen node below sti,min, and (ii) level of concern
of a node signals the anomaly, while the decision about assigning particular
flows to legitimate or malicious classes remains with DU. Finally, though not
presented in this chapter in consideration of space, the overall information
gain of DIAMoND calculated over the accuracy of BLID is approximately
twice as large for med+ and high test functions as for low and med (between
0.022 and 0.047, cf. Table 3.1).

3.5.2 Impact of Physical Topologies

Let us now analyze the impact of physical topologies on the detection accuracy
of DIAMoND, which has a direct impact on logical connections between
participating nodes.
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Figure 3.5 Sensitivity as a function of 1 − specificity. Comparison of DIAMoND and
BLID for stealth scans in the TTL = 1 neighborhood for different test functions (low, med,
med+, and high) and for different topologies: star (left), tree (middle left), mesh (middle right),
and full mesh (right).

We find that if there are no transit nodes and we assume a full mesh topo-
logy (cf. Section 3.4.2), then the detection accuracy is decreased significantly
in comparison with other topologies (cf. Figure 3.5 and Table 3.1), especially
in the case of the low and med excitation functions. This is because stealth
scans are not as aggressive as DDoS attacks or worm propagation, so the
great majority of nodes within a TTL = 1 neighborhood forming a full mesh
topology will not report any suspicious behavior.

Our results also indicate that for aggressive DDoS attacks, the type of
topology does not influence the accuracy (see Table 3.1). We observed that
the information gain of the overlay detection system is lower (though always
positive) in comparison with low-rate malicious activity, but the system can
react close to the source of the attack more effectively and thereby reduce the
collateral damage to minimum.
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3.5.3 Influence of Neighborhood Strategies

In this section, we first report on the basic strategy where each node com-
municates its level of concern with its direct physical or logical neighbors
(TTL = 1) and compare it with results for extended neighborhoods (TTL =
2 and TTL = 3) for stealth scans and a star topology (cf. Figure 3.5 left and
Figure 3.6, respectively, and Table 3.1). The comparison of three strategies
provides quite interesting, though expected results. We observed no major
distinction in the detection accuracy and the information gain. This is because
nodes announce their levels of concerns instead of threat levels which, in this
particular scenario, result in a very similar information flow, regardless of the
neighborhood hop limit.

Furthermore, an evaluation of sensitivity, specificity, and information gain
for dynamic, self-organizing neighborhoods based on repeated, previously
detected intrusions (compare Figure 3.7 with Figure 3.5 left and right and
Table 3.1) shows a significant improvement in the case of a full mesh
topology. Overall, the primary results highlight the importance of different
communication strategies and interesting characteristics of the information
flow that is distinctive to DIAMoND.

3.5.4 Minimal and Marginal Deployment Gain

Deployment of networked services across administrative boundaries usually
has to take place progressively. In this section, we studied how deployment
percentages affect performance of a DIAMoND system. In particular, we tried

Figure 3.6 Sensitivity as a function of 1 − specificity. Comparison of DIAMoND and
BLID for stealth scans in the TTL = 2 and TTL = 3 neighborhoods, for four test functions (low,
med, med+, and high) in the star topology.
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Figure 3.7 Sensitivity as a function of 1 − specificity. Comparison of DIAMoND and
BLID for stealth scans in the attack neighborhoods for four test functions (low, med, med+,
and high) in the star and full mesh topologies.

to understand the minimal deployment percentage needed for DIAMoND to
have significant performance impact and the subsequent marginal performance
gain achieved with additional deployment.

To quantitatively evaluate the deployment gain, we adapted a calculation
of “off-line marginal utility” originally proposed to analyze the impact of
additional metrics [36], to instead compute the incremental information gain,
U , for each additional node (relative to the information achieved with the
BLID system) as follows:

U(xn) =
∑
x∈X

P (xn) log2
P (xn)
Q(x)

, Q(x) ≡ P (xm), m = 20

Figure 3.8 provides an example analysis of the deployment gain for a 20-
node star network under port scan probing. This figure clearly showed a
point of diminishing return such that after 30% of the nodes participate in
the DIAMoND system, the information gain is close to that achieved when
all nodes are participating and the marginal deployment gain from increasing
participation is insignificant. On the other side, even when there are only 10%
nodes (2 nodes) participating, the information gain is already over 0.01. When
20% nodes are participating, the information gain reached a significant value
0.03. We thus concluded that in this case, (i) minimal effective deployment
is 10% of the network nodes participating, (ii) marginal gain is maximized at
20% deployment, and (iii) DIAMoND plateaus after 30% deployment, with
a minimal value gained by having additional nodes participating.
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Figure 3.8 Information gain of DIAMoND over BLID as a function of the percentage of
system deployment for scan activity in the TTL = 1 neighborhood and the star topology.

3.6 Conclusions

In this chapter, we proposed DIAMoND: a nonparametric distributed coordi-
nation framework for network intrusion detection. To illustrate its application,
we coupled DIAMoND with local anomaly detection schemes for stealthy port
scan and SYN flooding-based DDoS and evaluated its performance on an emu-
lation test bed. DIAMoND consistently demonstrated up to 20% sensitivity
enhancement without sacrificing specificity over a wide range of coordination
network topologies. In this chapter, we also systematically investigated several
automated coordination neighborhood construction strategies and found that
DIAMoND exhibits stable performance gain over neighborhoods of TTL =
1, 2, 3. This leads us to conclude that DIAMoND is robust to neighborhood
size. We further conclude from our experiments that DIAMoND has no strong
correlation with network topologies either. Deployment impact showed that
DIAMoND quickly reaches information gain plateau after 30% of network
nodes are participating in coordination, which enhances the deployability of
DIAMoND.

DIAMoND allows multiple entities, who may be functionally and/or
legally prohibited from sharing cyber data, to leverage each other’s insight
and increase their effectiveness at cyber defense. Further, DIAMoND enables
real-time adaptation, eliminating the identification-designed response delay
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inherent in defenses that react to known and defined threats and allowing
active defense for emerging, novel attacks.

As our immediate next step, we plan to explore the scalability of DIA-
MoND coordination protocol and apply it to a broad set of real network
topologies.
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Abstract

In cloud computing, quality of services is often enforced through service level
agreement (SLA) between end users and cloud providers. While SLAs on hard-
ware resources such as CPU cycles or network bandwidth can be monitored by
low layer sensors, the enforcement of security SLAs at memory management
level stays a very challenging problem. Several high-level architectures for
such SLAs have been proposed. However, details of implementation still need
to be filled before they can be deployed.

In this chapter, we propose to design mechanisms to detect violations
of SLAs at the memory management level. Specifically, we propose to
measure the changes in memory page access orders and data access delay
in order to detect three types of SLA violations in virtual machines: (1)
unauthorized accesses to memory pages of a virtual machine, (2) violation
of the memory deduplication policies, and (3) under-allocation of memory to
virtual machines. Through measuring the accumulated memory access latency,
we try to derive out whether or not the memory pages have been swapped out
and the order of accesses to them has been changed. These events will then be
compared to access commands issued by the local VM. In this way, violations
of the SLA in memory management can be detected. Compared to existing
approaches, our mechanisms do not need explicit help from the hypervisor
or third parties. Therefore, it can detect SLA violations even when they are
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initiated by the hypervisor. We implement our approaches under VMWare
with Windows virtual machines. Our experimental results show that the VM
can effectively detect the violations with small increases in overhead.

Keywords: Security service level agreement, Memory management, Virtual
machines, Attack detection.

4.1 Introduction

In the past few years, cloud computing has attracted a lot of research efforts.
At the same time, more and more companies start to move their data and
operations to public or private clouds. For example, out of 572 business
and technology executives that were surveyed in [1], 57% believed that
cloud capability could improve business competitive and cost advantages,
and 51% relied on cloud computing for business model innovation. These
demands also become a driving force for the development of cloud security,
which ranges from very theoretical efforts such as homomorphic encryption to
very engineering mechanisms defending against side-channel attacks through
memory and cache sharing.

In parallel with the active research in cloud security, enforcement of service
level agreement (SLA) also becomes a very hot topic. In cloud computing,
customers usually need to outsource their data processing or storage to
service providers. To guarantee the system performance and data safety, many
customers rely on service level agreement (SLA) with the providers to enforce
such properties. The resources that are monitored under SLAs include CPU
time [2–5], network downtime [5, 6], and bandwidth [2, 5]. Several multi-
layer monitoring structures [4, 6–10] have been proposed to link low-level
resources with high-level SLA requirements.

Compared to the research in SLA enforcement for QoS parameters,
investigation into security SLA validation falls behind in many aspects. For
example, in [11] the authors define the concept of an accountable cloud and
propose an approach to differentiate the responsibility of a user from that of
the service provider when some security breach happens. An infrastructure to
enforce security SLA is described in [12]. However, the high-level discussion
often lacks implementation details. It is very hard to generate concrete defense
mechanisms for detecting SLA violations based on these descriptions.

To bridge this gap, in this chapter, we study mechanisms to detect viola-
tions of security SLA for memory management in virtual machines. Under
many conditions, end users of a cloud environment may sign some agreement
with the cloud provider on the usage and monitoring of the memory of their
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virtual machines. For example, many prominent virtual machine hypervisors
such as VMware ESX and ESXi [13], Extended Xen [14], and KSM (Kernel
Samepage Merging) [15] of the Linux kernel use the technique of memory
deduplication to reduce memory footprint size of virtual machines. Since
previous research has shown that page-level memory sharing could create
a side channel for information leakage [16–22], many end users ask the
hypervisor to disable memory deduplication for their VMs. However, there
exists no solution for end users to verify the execution of this agreement other
than trusting the words of the cloud provider.

As another example, cloud providers usually have the privilege to take
a sneak peek at the memory pages of the VMs under their management and
reconstruct their internal views [23–26]. To protect their own privacy, end
users could sign an SLA with the provider that prevents it from peeking at the
memory pages without their permission. However, if no technical mechanism
can detect violations of such an SLA, it cannot be enforced.

Last but not least, because of the sharing property of cloud computing,
memory overcommitment is a widely used technique by hypervisors [27–30].
During the initiation of a virtual machine, a user can request the size of RAM
and also identify the minimum physical memory that the hypervisor needs to
guarantee. However, if no violation detection mechanism is implemented,
a greedy hypervisor may cut the allocated memory to the VM. Previous
research [31] has shown that when a VM gets too little physical memory,
its performance can be severely impacted since the CPU will either be busy
in handling page swapping or use most of time waiting for data to be loaded
into the system.

To detect such violations, we propose to design mechanisms based on
memory access latency. When we revisit the three types of violations described
above, we find out that all attacks described above would lead to changes in
access orders to the memory pages [18, 32, 33]. For the attack on memory
deduplication, although the other VM is accessing only its own pages, the
victim VM is impacted because of the shared memory. For the attack of
unauthorized peek, the attacker violates the security aspect of SLA and reads
the memory of the victim VM. For the memory under-allocation violations,
the reduced physical memory resources to a VM will lead to extra swapping.
Under all cases, the order of accesses to the VM’s memory pages changes.
Our detection mechanisms will try to capture such changes.

According to the documents released by major hypervisor companies
such as VMWare and research results of other investigators [34–36], Least
Recently Used (LRU) memory pages are still the best choices during memory
reclaiming. Therefore, unauthorized accesses to the memory pages of the
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victim VM will lower their priority of being swapped out. We propose to
introduce a group of reference pages into the virtual machine memory and
access them with different time intervals. In this way, we can set up a series of
reference points in time for memory swapping operations. Through comparing
the access latency to these reference pages with that to the pages we try to
monitor, we can determine which pages are still in the memory and which
pages have been swapped out. Since the reference pages are hidden within the
real data and program pages, it is very hard for the attacker to identify them
and treat them differently. We have implemented the approaches in virtual
machines under VMWare and tested them. Our experimental results show
that the approaches can effectively detect the violations to SLAs in memory
management with small increases in overhead.

The contributions of the chapter are as follows. First, existing SLA
enforcement mechanisms usually focus on hardware resources such as CPU
cycles and network bandwidth. Our approaches study this problem from a
different aspect and try to enforce security SLAs. Second, in this research
we choose SLA violations to memory management in virtual machines as an
example. We design mechanisms to detect such attacks based on changes in
memory access latency. Last but not least, we implement the approaches and
evaluate them in real systems. The experimental results show the effectiveness
of the approaches.

The remainder of the chapter is organized as follows. In Section 4.2, we
introduce the related work. Specifically we focus on the enforcement of SLAs
and information leakage through changes in memory and cache access latency.
In Section 4.3, we present the details of our approaches. In Section 4.4, we
present the experimental results in real systems. In Section 4.5, we discuss
the safety and efficiency of the approaches. Finally, Section 4.6 concludes the
chapter.

4.2 Related Work

4.2.1 Information Leakage among Virtual Machines

With the proliferation of cloud computing, more and more companies start
to use it. One big security concern in cloud is the coresidence of multiple
virtual machines belonging to different owners in the same physical box.
Existing investigation into this problem can be classified into two groups. In
the first group, side-channel attacks through shared cache have been carefully
studied. The shared cache enables timing-based attacks [20, 21, 37, 38] to
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steal information about key stroke or Internet surfing histories. Research in
[39] shows that in a practical environment such asAmazon EC2, a cache-based
covert channel can reach the effective bandwidth of tens of bits per second.
An implementation of the key extraction attack was presented in [40]. More
recently, researchers have shown that even when multiple virtual machines
are put on different cores of a CPU, cache-level information stealing is still
a viable attack [41]. The delay caused by separation of deduplicated memory
pages in virtual machines has been used to identify guest OS types [16] or
derive out memory page contents [42].

In the second group, researchers have designed security mechanisms to
prevent information leakage among the virtual machines. In hardware-based
approaches, special components have been embedded into the architecture to
manage information flow. For example, in [43] the processor is responsible
for updating the memory page mapping and the page table. Szefer et al. [44]
proposed to use memory-level isolation or encryption to protect guest VMs
from a compromised hypervisor.

The software-based approaches adopt more diverse mechanisms. For
example, in [45] the cache that is used by security-related processes is
labeled with different colors to prevent side-channel attacks. In both [46, 47],
the hypervisor monitors the memory access procedures to prevent cross-
VM information flow. In [48], researchers tried to establish a very small
compartment to allow VMs to run in an isolated state. Using lightweight run-
time introspection, Baig et al. identify side channels which could potentially
be used to violate a security policy, and reactively migrate virtual machines
to eliminate node-level side channels [49].

4.2.2 Service Level Agreement Enforcement

In cloud computing environments, service level agreements are often
described at the business level. Their enforcement, however, is often at the
technical level. Such discrepancy creates a challenge for researchers. Two
groups of approaches have been designed to solve this problem. In group one, a
middleware layer is implemented to bridge the high-level service requirements
with low-level hardware resources [2, 3, 6]. Group two pushes the approaches
one step further through formalization of both service capabilities and business
process requirements [7]. In this way, a language can be used for direct
communication between the two layers. Dastjerdi et al. [50] designed an
ontology-based approach that can capture not only changes in individual
resources, but also their dependency.
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Compared to research in SLA enforcement for QoS parameters, inves-
tigation into security SLA validation deserves more efforts. As a pioneer,
Henning [51] raised the question of whether or not security can be adequately
expressed in an SLA. Casola et al. [52] proposed a methodology to evaluate and
compare security SLAs in Web services. Chaves et al. [53] explored security
management through SLAs in cloud computing. An infrastructure to enforce
security SLA in cloud services is described in [12]. Haeberlen [11] proposed
an approach to differentiate the responsibility of a user from that of the
service provider when some security breach happens. Efforts have also been
made to quantify the security properties in cloud computing environments so
that automated and continuous certification of security properties could be
implemented [54, 55].

4.3 The Proposed Approaches

In this section, we will present the details of the proposed approaches. We first
introduce the techniques of memory overcommitment and deduplication and
how they impact memory access in virtualization environments. We will then
discuss the assumptions of the environments to which our approaches can be
applied. Finally, the details of the approaches and mechanisms to turn the idea
into practical solutions are presented.

4.3.1 Memory Overcommitment in Virtualization Environments

Virtualization enables service providers to consolidate virtual hardware on
less physical resources. The consolidation ratio is an important measure of the
virtualization efficiency. To boost up system performance, overcommitment
has been adopted to enable the allocation of more virtual resources than
available physical resources. For example, two virtual machines with 4-GB
RAM each could be powered on in a VMWare ESXi server with only
4-GB physical memory. To support smooth operations of the two virtual
machines, various techniques such as page sharing, memory ballooning, data
compression, and hot swapping have been designed [27].Almost all prominent
hypervisors use some type of memory overcommitment [56]. For example,
both DiffEngine [14] and Singleton [57] have tried to use page deduplication
to reduce memory footprint of virtual machines. Ginkgo [58] implements
a hypervisor-independent overcommitment framework to adjust CPU and
memory resource allocations in virtual machines jointly.
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Among different techniques for memory overcommitment, memory bal-
looning is an active method for reclaiming idle memory from virtual machines.
If a VM has consumed some memory pages, but is not subsequently using
them in an active manner, VMWare ESXi attempts to reclaim them from the
VM using ballooning. Here an OS-specific balloon driver inside the virtual
machine will first request memory from the OS kernel. Once granted, it will
transfer the control of the memory to ESXi, which is then free to reallocate
it to another VM. The whole procedure includes both inflation (getting idle
memory from the first VM) and deflation (giving memory to the second VM)
of the balloon. An example is shown in Figure 4.1.

Although memory overcommitment can improve the consolidation ratio in
virtualization, it also has the potential to severely impact system performance.
For example, the set of memory pages that are being actively accessed by a
VM is called the working set. Previous research [27] shows that when the
total working set of VMs remains within the physical memory limit, the VMs
will not experience significant performance loss. On the contrary, when the
overcommitment factor becomes larger than 2, the operations per minute
(OPM) of a VM can reduce 17% to 200%, depending on the properties of
the applications.

4.3.2 Memory Deduplication in VM Hypervisors

The memory deduplication technique takes advantage of the similarity among
memory pages so that only a single copy and multiple handles need to be
preserved in the physical memory, as shown in Figure 4.2. Here each of the
two virtual machines VM1 and VM2 needs to use three memory pages.
Under the normal condition, six physical pages will be occupied by the VMs.
If memory deduplication is enabled, we need to store only one copy of multiple
identical pages. Therefore, the two VMs can be fit into four physical pages

Figure 4.1 One technique of overcommitment: memory ballooning.
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Figure 4.2 Memory deduplication reduces the memory footprint size.

(note that we illustrate both inter- and intra-VM memory deduplication in the
figure). This technique can reduce the memory footprint size of VMs and the
performance penalty caused by memory access misses.

Although the implementation of memory deduplication in different hyper-
visors may be different, the basic idea is similar. To avoid unnecessary
delay during page loading, whenever a new memory page is read from the
hard disk, the hypervisor will allocate a new physical page for it. Later, the
hypervisor will use idle CPU cycles to locate the identical memory pages in
physical RAM and remove duplicates by leaving pointers for each VM to
access the same memory block. Hash results of the memory page contents are
used as index values to locate identical pages. To avoid false deduplication
caused by hash collisions, a byte-by-byte comparison between the pages
will be conducted. While the reading operations to the deduplicated pages
will access the same copy, copy-on-write is used to prevent one VM from
changing another VM’s memory pages. Specifically, on writing operations a
new page will first be allocated and copied. This procedure will incur extra
overhead compared to writing to not-shared pages, which will lead to a mea-
surable delay when a large number of shared pages are allocated and copied.
This delay will allow us to detect violations of security SLAs on memory
management.
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4.3.3 System Assumptions

In the investigated scenarios, we assume that the security SLA signed between
the cloud provider and customers includes the following three requirements:
(1) The provider cannot apply memory deduplication technique to the memory
pages of the guest VMs; (2) without a customer’s permission, the provider
cannot peek at the memory pages of her VM, and (3) the provider needs to
guarantee the minimum size of allocated physical memory to the VM. We
assume that a customer has total control over the memory usage of her virtual
machine. For example, she can initiate application programs and load data files
into the memory of the VM. She can also measure time durations accurately
so that they can be used for attack detection (more discussion in subsequent
sections). We do not assume the customer can decide how much physical
RAM her VM can consume. Without losing generality, we assume that VMs
use 4-KB memory pages.

We assume that the cloud service provider is not malicious but very curious.
At the same time, it wants to squeeze as many virtual machines as possible into
a single physical box to maximize its profits. From this point of view, it has
the motivation to enable memory deduplication or allocate less memory for
VMs. The cloud service provider may not be the developer of the hypervisor
software. For example, a private cloud provider runs VMWare software to
manage the cloud. It does not have the capability to alter the source code of
the hypervisor. However, it may configure the software to enable memory
deduplication. It may also read the memory page contents of other VMs
through the virtual machine manager. All such operations can be conducted
without the permission of end users.

4.3.4 Basic Ideas of the Proposed Approaches

In this part, we will first introduce the basic ideas of the approaches. The
difficulties to turn these ideas into practical mechanisms and our solutions to
these problems will then be discussed.

The basic idea of the proposed detection mechanisms is to map violations
of security SLAs on memory management to changes in memory access
latency. If a memory page is located in physical memory, its access delay is at
the level of several to tens of micro-seconds. On the contrary, if a memory page
has been swapped out, its access delay is partially determined by the hard disk
performance. The waiting time is usually at the level of milliseconds. From
this point of view, we can easily differentiate a page in physical memory from
that on hard disk.
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Now let us re-examine the three violations of interest. When the hypervisor
or an attacker takes a sneak peek at memory pages of a guest VM, it will
change the sequence of access operations, thus impacting the priority of page
swapping. We can choose a group of memory pages to serve as references
and keep records of access operations to them. If we detect that the order
of memory swapping is different from that of the memory access commands
initiated by the guest VM, we can confirm that some unauthorized access
has happened. Since it is often difficult to predict the access order to real
data pages, we propose to insert guardian pages into data files to serve as
the comparison landmark. More details will be described in Sections 4.3.5
and 4.3.6.

Similar technique can be applied to detect the violation of memory
deduplication policies. A user can load two files (we call them F1 and F2)
with the same contents into her VM memory. If the hypervisor does not enable
memory deduplication, the files will occupy different chunks of memory.
Otherwise, their memory pages will be merged. To differentiate between these
two cases, we need to conduct the following operations. We will access the
pages of F1 and F2 regularly to keep them in the main memory. We can
estimate the progress of deduplication based on our previous research [16].
When this procedure is finished, we can initiate “writing” operations to the
pages. If the memory pages of the two files are not merged, the writing delay
will be relatively short. On the contrary, if their pages are deduplicated, “copy-
on-write” must be conducted for every page. A measurable increase in delay
can be detected. Based on the measurement results, we can figure out whether
or not the SLA for memory deduplication has been violated.

Determination of the allocated physical memory for a virtual machine
deserves more discussion. Here we consider two scenarios. In the first scenario,
the working set of a VM is larger than the allocated physical memory. Under
this condition, the VM performance will deteriorate because of the increases
in page misses. Previous research [58] has shown that through continuous
sampling of application metrics under a variety of memory configurations
and loads, we can derive out a performance-to-memory correlation model.
In this way, a virtual machine can use the size of its active working set and
measured system performance to estimate the allocated physical memory. It
can then compare the estimation result to the promised memory by the SLA
to detect possible violations.

In the second scenario, the size of the working set is smaller than the
allocated physical memory. Under this condition, the VM’s performance is not
restricted by the physical memory size. If the VM determines that its working
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set is already larger than the physical memory size promised by the SLA,
no further detection needs to be conducted. On the contrary, if the working
set is smaller than the promised memory size, we can request new memory
allocation to boost the usage to the promised value. We can then locate the
pages from the working set that has the least recent access records and read
them. If the hypervisor has allocated less than SLA promised memory to this
VM, these pages would have been swapped out. Therefore, through measuring
access latency to these memory pages, we can derive out whether or not there
exists a violation in memory allocation for the VM.

4.3.5 Details of Implementation

Although the basic ideas of the detection mechanisms are straightforward, we
face several difficulties in implementation. For example, we need to carefully
select the memory pages that we access to reduce false alarm rates. We also
need to consider the time measurement accuracy and the order of memory
page accesses. Below we discuss our solutions to these problems.

4.3.5.1 Choice of memory pages
The first problem that we need to solve is to choose the memory pages that
will be used for the detection of SLA violations. There are several criteria
that we need to follow when we choose these pages. First, the selected pages
must incur very small performance penalty on the system. If the proposed
approaches impact the system efficiency to a large extent, it will become
extremely hard to promote their wide adoption. Second, these pages should
not be easily identified by the hypervisor or attackers. Otherwise, they may
handle these pages differently to avoid detection.

We design different methods to choose memory pages for the detection of
the investigated violations. The selection of memory pages for the detection of
unauthorized access is very tricky. Theoretically, attackers or the hypervisor
could choose any memory pages of the guest VM to read. It is impossible for
the guest VM to know beforehand which pages to examine. In real world,
however, the selection range is much smaller. An end user usually cares
most about the data files that he/she is processing with sensitive information.
Therefore, we propose to insert guardian pages into these sensitive data files.
Since these pages are integrated into the real data files, the hypervisor or
attackers will not be able to identify them. Therefore, when they conduct
unauthorized memory access to the guest VM, these pages have a high
probability to be touched.
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To detect whether or not the cloud provider secretly enables memory
deduplication without notifying end users, we need to make sure that the
following two requirements are satisfied: (1) There exist memory pages that
can be merged, and (2) more importantly, the guest VM can read from/write to
these pages to measure the access delay. We propose to construct data files and
actively load them into our VM’s memory. Since deduplication is conducted
at the page level, the offsets of the pages in data files will not impact the final
result. Therefore, we can construct different data files through reorganizing
the order of the pages. This scheme will also introduce randomness into the
data files so that it is difficult for the cloud provider to discover the detection
activities. After constructing these files, we can initiate different application
softwares to load them into memory. Since memory deduplication can happen
in both intra-VM and inter-VM modes, we can read different files in different
VMs. Under this case, we can use methods in [59] to make sure that these VMs
are located in the same physical box so that deduplication can be conducted.

To detect under-allocation of physical memory to aVM, we need to identify
the pages with the least recent access records. Here a malicious hypervisor also
knows these pages. However, there is very little that it can do to hide the fact
that there is not enough memory allocation for the VM. For example, the SLA
may have promised that at least 1-GB physical memory will be guaranteed
for the victim VM while in real life only 800 MB is provided. Under this
case, when our detection mechanism boosts the memory usage to 1 GB and
the hypervisor refuses to provide new memory, at least 200-MB data needs to
be swapped out. Since the victim VM can choose any memory pages in the
working set as the detection sensors and measure access delay to them, it is
very hard for the hypervisor to hide the increased loading latency when we
consider the time difference between reading from memory and reading from
hard disk.

The detection mechanisms described above often involve the usage of
extra memory pages for attack detection. This usage could cause performance
penalty if too much overhead is added. We have conducted a group of
experiments to measure the impacts when different amounts of memory is
used, the results of which will be presented in Section 4.4.

4.3.5.2 Measurement of access time
To successfully detect the SLA violations, we must accurately measure the
data access time. Traditionally a computer provides three schemes to measure
the length of a time duration: time of the day, CPU cycle counter, and
tickless timekeeping. The first method provides the measurement granularity
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of seconds which is too coarse for our application. The second method will be a
good candidate for time measurement if the operating system completely owns
the hardware platform. In a VM-based system, however, it cannot accurately
measure the time duration. For example, if a page fault happens during our
reading operation, the hypervisor may pause the CPU cycle counter while it
fetches the memory page. Therefore, the delay caused by hard disk reading
will not be measured. Based on the analysis in [60], tickless timekeeping
can keep time at a finer granularity. Therefore, we choose the Windows API
QueryPerformanceCounter to measure the duration. Previous research
[61] has also shown that the time measurement accuracy may be impacted
by the workload on the physical box. We can use the lightweight toolset
TiMeAcE.KOM [61] to assess and correct the measurement results.

4.3.5.3 Verification of memory access order
As explained in Section 4.3.4, the detection of SLA violations in memory
management depends on the verification of some facts: Some memory pages
that should have been swapped out are still in memory, while some other
pages that should have stayed in memory are swapped out. The reason that
these discrepancies happen is because some access operations change the
order of swapping. To verify this fact, we need to set up a group of memory
pages to serve with references to time. Through controlling access to these
reference pages, we can derive out whether or not the data pages should have
been swapped out. While the basic idea is straightforward, we need to consider
several issues when we choose these reference pages. First, the reference pages
should not belong to frequently used OS or application software. In this way,
they will not be merged by the deduplication algorithm. Second, we want these
reference pages to be randomly distributed in the memory. In this way, if the
cloud provider or attackers access the guest VM memory stealthily, they have
a very low probability to read many reference pages.

To satisfy these requirements, we propose to use the memory pages that
are unique in the Windows 95 system as the reference pages. Our previous
research [16] has successfully identified these pages. Since almost no users are
still using Windows 95, these pages will not be deduplicated. We will allocate
space for each individual page and chain them together with pointers to form
a linked list. Since we do not allocate a big chunk of continuous memory for
these pages, they may distribute all over the memory. Therefore, it is very hard
for the attacker to touch many reference pages if he randomly selects guest
VM pages to read. In this way, the reference pages can effectively serve their
purposes.
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4.3.6 Detection Procedures of the SLA Violations

With all the building blocks, we need to construct the detection algorithms;
below we describe the details of the detection procedures. We introduce the
algorithms, respectively, for the three SLA violations.

Figure 4.3a illustrates the detection of unauthorized memory accesses.
The guest VM will load both the reference pages and the guardian pages into

Figure 4.3 Detection procedures of the SLA violations.
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its memory. Since the swapping operations heavily depend on the memory
usage, we propose to divide the reference pages into multiple groups and
access them at different intervals. As illustrated in Figure 4.4.top, we will first
read all the guardian pages before the reference pages. In this way, the guardian
pages would have been swapped out before the reference pages if no one else

Figure 4.4 Using reference pages to detect memory swap operations. Top: the read operations
on guardian and reference pages. Bottom: the algorithm to detect unauthorized memory access.
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touches them afterward. These pages will then be left idle. We will access the
reference pages with different intervals. For example, the intervals shown in
Figure 4.4.top for different groups of reference pages increase exponentially.
Assuming that at time 7t the VM is under pressure for more memory and has
to swap many pages out. Since the guardian pages are accessed before the 4th
group of reference pages, they will be swapped out first. Then the 4th group
of reference pages is also swapped out. At time 8t, when the predetermined
interval for group 4 expires, we will read this group of reference pages. Since
they have been swapped out, the reading delay will be long. As soon as we
detect the long reading delay, we can derive out that these pages are no longer in
memory. We will then immediately conduct reading operations on the guardian
pages. If the reading delay is short, we can derive out that these pages are still
in memory. Therefore, some unauthorized access to these pages must have
happened after our first reading. The algorithm to implement the procedure is
illustrated in Figure 4.4.bottom.

Figure 4.3b illustrates detection of the violations of deduplication policies.
Here two applications in the guest VM will read the files F1 and F2 into its
memory, respectively. The two files contain identical memory pages. Should
deduplication is enabled in the guest VM, the pages of the two files will be
merged. We will read F1 and F2 regularly so that their pages will not be
swapped out. Using our previous research in [16], we will estimate the time
that is needed to accomplish memory deduplication. When the time expires,
we will conduct a group of writing operations to these pages. If the pages of
F1 and F2 have very short writing delay, they have their own copies. On the
contrary, if they are merged, the “copy-on-write” operations will introduce a
measurable delay. We can use the results to determine whether or not the SLA
has been violated.

Figure 4.3c illustrates the detection of memory under-allocation violations.
Here the VM will first estimate the size of its active working set. It will then
monitor the system performance and use the results in [58] to estimate the
physical memory that is allocated to the VM. If the working set is larger than
the allocated memory, we can compare the estimation result to the minimum
memory size promised by the SLA and detect any violations. On the contrary,
the monitoring results may show that the allocated physical memory is larger
than the working set. Under this condition, if the working set is already
larger than the promised minimum memory size, the hypervisor is keeping the
SLA. If the working set is smaller than the promised value, we will request
extra memory from the hypervisor and boost the usage to the SLA amount.
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We will then measure the access delay to the least recently accessed pages to
detect any violations.

4.4 Experimental Results

In this section, we present our experimental results. We first introduce the
experimental setup. The detection capabilities and overhead of our approaches
will then be assessed.

4.4.1 Experimental Environment Setup

The experimental environment setup is as follows. The physical machine has a
Dual Core 2.4 GHz Intel CPU, 2-GB RAM, and SATA hard drives. We choose
a machine with relatively small memory size so that it is easy for applications
to exhaust the memory and trigger swapping. The hypervisor that we use is
VMWare Workstation 6.0.5. We choose this version since it provides explicit
interfaces for memory sharing and access between virtual machines.All user’s
virtual machines are using Windows XP SP3 as the operating system. Each
virtual machine will occupy one Dual Core CPU and 8-GB hard disk. The
amount of virtual memory that we allocate for each virtual machine will be
determined by the experiment. Our experiments show that when there are more
than twenty (20) pages that need to be read from the hard disk or separated
from the merged memory, the accumulated delay can be accurately detected.
Therefore, in our experiments we choose the size of each group of reference
pages and guardian pages to be 20.

4.4.2 Experiments and Results

We conduct three groups of experiments to evaluate the detection of unau-
thorized memory access, violation of deduplication policies, and memory
under-allocation violations, respectively. Below we will present the results of
the baseline experiments and the detection capabilities and overhead in more
complicated scenarios.

The first group of experiments tries to evaluate the mechanism for detecting
unauthorized memory access. To simplify the experimental setup and examine
the practicability of our approach, we initiate only two virtual machines in
the physical box: the guest VM that runs our detection algorithms, and an
attacker’s VM that stealthily accesses the memory of the victim. Instead of
locating some malware to penetrate VMWare and get access to the guest VM’s
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memory, we propose to use the Virtual Machine Communication Interface
(VMCI) [62] to simulate such an attack. Specifically, in the guest VM, we cre-
ate a block of shared memory so that the attacker’s VM can access the guardian
pages remotely. The guest VM will load both reference pages and guardian
pages into its memory, as described in Section 4.3.6. After initial access to
these memory pages, we would launch some applications to consume all of the
memory. In this way, the system will choose memory pages to swap out. Since
the attacker’s VM remotely accesses the guardian pages, they will be kept in
the memory. On the contrary, the reference pages will be swapped out first.
When the guest VM measures the access delay to the guardian pages, it will
figure out that they are still in the memory and detect the unauthorized access.

Figure 4.5a illustrates the detection results. We conduct five reading
operations to the memory pages. On the Y-axis, we show the average access
latency to every page. Since the delays span across multiple degrees of
magnitude, we use log-scale Y-axis. Reading Operation 1 has long delay for
both groups of pages since they are loaded from hard disk. Reading Operation 2
is conducted immediately after Operation 1 to verify the contents. The interval
between Reading Operations 2 and 3 represents the idle time. We can see that
the access latency to reference pages at Reading Operation 3 is much longer
than that to the guardian pages since they have been swapped out.After that, we
conduct another two rounds of reading operations to measure the delay. From
this figure, we could infer that the guardian pages must have been touched by
someone after the initial access. Since the access command is not issued by
our VM, it is unauthorized access.

Figure 4.5 Detection capabilities of the approaches in baseline scenarios.
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The second group of experiments assesses the detection of the violations
to deduplication policies. We configure the corresponding parameters in
VMWare so that the page sharing process will scan the memory and merge the
pages with identical contents.As illustrated in Figure 4.3b, the constructed files
F1 and F2 contain many such pages. We will access the two files regularly so
that they will not be swapped out from the memory. These reading operations
will not impact the deduplication procedures. Using the experimental results
in [16, 17, 42], we can estimate the time that the algorithm needs to merge the
pages. When the estimated delay expires, we will issue a “write” command to
the pages of F2. If the pages have been merged, the “copy-on-write” operations
will introduce a measurable increase in delay. On the contrary, if each page
has its own memory, the write delay will be much shorter.

Figure 4.5b illustrates the detection results. Reading Operation 1 has long
delay for both files since they are loaded from hard disk. The interval between
Operations 2 and 3 represents the deduplication procedure. At the Writing
Operation 3, we first write to pages of F2. We can see that the delay is very
long because of the separation of the pages. After that, we write to the pages
of F1. Since the merged pages have been separated, the writing delay is short.
Using this result, we can figure out that the deduplication function is enabled.

We conduct another group of experiments to evaluate the detection
capabilities of the proposed approaches in more complicated scenarios. In
this experiment, the guest VM is running the software package Prime to
generate prime numbers. This application demands a lot of CPU resources.
We run the detection algorithms for the two violations. The results are shown
in Figure 4.6.

From the figure, we can see that the proposed mechanisms can still
effectively detect the violations. Since our approaches will read from/write
to memory pages at a sparse interval, they do not incur heavy CPU overhead.
Therefore, the execution of CPU-intensive applications does not impact our
approaches to a large extent.

In the third group of experiments, we assess the detection of the memory
under-allocation violations. Two experiments with different memory demands
are conducted. In experiment one, we initiate one virtual machine and assume
that the hypervisor promises to allocate at least 4-GB RAM to the VM.
However, the total physical memory in the machine is only 2 GB. More
memory resources are promised than available memory. We have three
applications running in the guest VM. Application 1 reads file F1 periodically
so that it will be kept in memory.Application 2 reads file F2 only once so that its
memory pages become the least recently accessed ones. Finally, Application 3
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Figure 4.6 Detection capabilities of the approaches under intense CPU demand.

consumes more than 2 GB but less than 3.5-GB memory. From the guest VM’s
point of view, if it actually has 4-GB RAM, the file F2 would have stayed in
memory. However, Figure 4.7a shows that the memory access latency to F2
is much longer than that to F1. This indicates that the actual RAM is less than
4 GB. The memory under-allocation violation is detected.

In experiment two, we initiate two virtual machines. The total physical
memory in the machine is still only 2 GB. The hypervisor promises 3-GB

Figure 4.7 Detection of the memory under-allocation violations.



4.4 Experimental Results 127

physical memory to each of the VMs. Here VM2 is running a memory-
intensive application that demands about 2-GB memory. VM1 needs about
1-GB memory to read the files F1 and F2 as in experiment one. The monitoring
operations in VM1 find out that the active working set is way lower than
3 GB. Therefore, extra memory is demanded from the hypervisor to reach the
promised amount. After that, reading operations to F1 and F2 are conducted.
Since we read F1 periodically, only the pages of F2 are swapped out,
as shown in Figure 4.7b. Again the memory under-allocation violation is
detected.

4.4.3 Impacts on System Performance

The proposed violation detection mechanisms demand resources such as
memory and CPU time during their execution. Therefore, they may impact the
overall system performance. In the following group of experiments, we try to
assess such impacts. Since the detection algorithm for unauthorized memory
access demands more CPU and memory resources than the mechanisms for the
other two types of violations, we choose it as the subject of evaluation. During
our experiments, we want to test an extreme scenario. When the detection
algorithm is launched, it will allocate many groups of reference pages and try
to exhaust the main memory of the guest VM as soon as possible in order to
force swapping operations. Other application software will have to compete
with our detection algorithm for resources for their execution.

We are especially interested in the impacts on two groups of applica-
tions. The first group includes the CPU-intensive applications. We choose
three examples: (1) the Fibonacci benchmark that computes the Fibonacci
sequence; (2) the Prime benchmark that generates prime numbers; and (3)
the Narcissistic benchmark that generates the narcissistic numbers. Each of
these software packages is running in parallel with the detection algorithm
for unauthorized memory access. The measured CPU usage is very close to
100%. We measure the execution time of the software since this is the most
intuitive parameter that end users adopt to evaluate the system performance.

The second group includes those CPU/memory-intensive applications. We
also choose three examples: (1) the N -Queens benchmark that computes
solutions to the N-Queens problem in chess and stores the results in memory;
(2) the Combination benchmark that computes all possible combinations of
the input numbers; and (3) the Permutation benchmark that computes all
possible permutations of the input numbers. We measure their execution time
when each of them is running in parallel with the proposed mechanism.
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Figure 4.8 Impacts on system performance.

From Figure 4.8, we can see that for CPU-intensive applications, the
increase in execution time is less than 6%. The increase in execution time
for CPU/memory-intensive applications is smaller than 15%. Please note that
this is an extreme case since the detection algorithm runs continuously and
tries to force memory swapping by grabbing as much RAM as possible. In
real world, end users can reduce the detection frequency (e.g., once every 5
min). Under that condition, the increased execution time is smaller than 1%
on average for both groups of applications.

To better understand the impacts of the size of guardian pages and reference
pages on the system performance, we have conducted another group of
experiments. In these experiments, the size of the data file that we want to
protect is 100 MB. We also use the extreme scenario in which we consume as
much memory as possible to force guest VM to swap out pages. We run both
CPU-intensive application (Prime Number Benchmark) and CPU/memory-
intensive application (Permutation Benchmark) to evaluate the performance
overhead. In Figure 4.9.top, we keep the size of the reference pages unchanged
and increase the volume of guardian pages from 20% to 120% of the data file
size. In Figure 4.9.bottom, we keep the size of the guardian pages unchanged
and increase the volume of reference pages. From the figures, we can see that
under both conditions their impacts on system performance do not change
largely.
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Figure 4.9 Impacts of the size of guardian and reference pages on the system performance.

4.5 Discussion

4.5.1 Reducing False Alarms

The proposed approaches use memory access latency in guest virtual machines
to detect violations of SLA on memory management. Different from many
interactive security mechanisms that involve third parties, our approaches do
not need collaborations from other virtual machines. In this way, it reduces
the attack surfaces of the approaches. Below we discuss the schemes that
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attackers can adopt to avoid detection and our mitigation mechanisms. We
will also discuss the schemes to reduce false alarms.

Since the access latency to a single memory page is too short to be
accurately measured, the detection of the three types of SLA violations
depends on the accumulated delay. Therefore, the hypervisor or attackers can
reduce the memory access frequency and volume to the guest VM to reduce the
chance of detection. For example, the hypervisor can randomly select memory
pages of the guest VM to read. In this way, when our detection algorithm
measures the access delay, only a small percentage of the guardian pages
would still be in memory. Attackers can hide the short delay of these pages
within other swapping operations. This scheme, however, will also impede
the information-stealing procedures. For example, our experiments show that
if more than twenty pages under monitoring are impacted by an attack, the
accumulated change in access time can be detected. This will restrict the speed
at which an attacker reads the victim VM’memory. For a 1-MB data file, if the
end user conducts a round of detection every 15 min and in every round the
attacker can read only twenty pages to avoid detection, it may take the attacker
three hours to read all pages of the file. As another example, the hypervisor
may adjust the memory deduplication parameters to reduce the merging speed.
Under this condition, the virtual machines will keep a relatively large memory
footprint size, which will diminish the purpose of deduplication.

If the data file is very valuable, a dedicated attacker may want to spend a
lot of time to access the memory pages in a stealthy way. Under this condition,
two methods with higher costs to the legitimate user could be adopted. In the
first approach, we can increase the ratio of guardian pages to the data file.
For example, if the volume of guardian pages and the size of data file have
the ratio of 1:1, the amount of time that the attacker needs to get the whole
copy of the file will double. In the second method, the user can benefit from
the latest advances in homomorphic encryption and process only encrypted
memory pages in the cloud. In this way, it will become very difficult for either
the cloud provider or an attacker to steal sensitive information directly from
the user.

One factor that may impact the detection accuracy of the proposed
approaches is the prefetching technique. Prefetching tries to predict the
information that the OS will need in the near future and loads the data in
before the actual instructions are issued. This technique may introduce false-
positive alarms into our system since some guardian pages may be read into
memory even though no unauthorized access has been conducted. To mitigate
such problems, we can adopt two schemes. First, prefetching uses the property
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of locality and is usually applied to the subsequent pages of current contents.
If we know the number of pages that a prefetching operation will load, we
can use the guardian pages beyond the prefetching range to detect violations.
Another scheme that we can use is to chain the guardian pages together to form
a linked list. This technique can also diminish the impacts of prefetching.

4.5.2 Impacts of Extra Memory Demand

Some users may worry that the extra memory demand for the detection
of under-allocation violations will impact the system performance. We will
justify the approach from the following aspects. First and most importantly,
the extra memory demand will happen only when the active working set is
smaller than the minimum memory amount promised by the SLA. At the
same time, if the hypervisor is keeping its SLA, this memory would have
belonged to the VM any way. Under this case, the demand will not impact the
system performance. Second, the memory demand is incurred only during the
detection procedures, which would happen infrequently. Last but not least, our
experimental results in Section 4.4.3 have shown that the detection algorithms
will cause very small impacts on the system performance.

4.5.3 Building A Unified Detection Algorithm

For the clarity of the chapter, we have presented the detection algorithms
for the three types of violations separately. In real life, we can build a unified
detection algorithm.As shown in Figure 4.10, the unified detection mechanism
will consist of five components. The memory management component will
communicate with the virtual machine to request and return memory pages. A
timer will issue commands to the memory reading/writing component based

Figure 4.10 Architecture of a unified detection algorithm.
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on predetermined clock intervals so that certain pages will be kept in memory.
The reading/writing component will also work with the time measurement
component to get the accurate access latency. The measurement results of
these operations will be provided to the detection component. Based upon
different target violations, the algorithm will return detection results to the
end user.

4.6 Conclusion

In this chapter, we propose mechanisms to detect violations of the SLA on
memory management in virtual machines. Instead of proposing a generic
security SLA enforcement architecture, we design mechanisms to detect three
types of memory management violations in guest VMs. We have implemented
the detection approaches under VMWare and tested them. The results show
that they can effectively detect the violations with a small increase in overhead.
We also discuss the techniques to improve our approaches.

Immediate extensions to our approaches consist of the following aspects.
First, we plan to explore other types of security SLA violations in memory
management and design a generic approach for their detection. We will also
experiment with other hypervisors such as extended Xen and Linux KSM to
generalize the mechanisms. Second, we want to study the relationship between
our approaches and existing security SLAenforcement architectures. If we can
integrate them into the existing architecture, we will have a solid platform for
future extension. The research will provide new information for strengthening
protection to virtual machines and end users of cloud computing.
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Abstract

Mobile devices, such as smartphones, tablets, smart TVs, and others have
become increasingly popular since they provide essential functionality in our
everyday life. However, mobile devices present greater security and privacy
issues to users in terms of both mobile platform vulnerabilities and the vast
advancements in sophistication of malicious software. By installing malicious
software, mobile devices can be infected with worms, Trojan horses or other
virus families, which can compromise the user’s security, privacy, or even
gain complete control over the device. In this research, we present an analysis
of contemporary mobile platform threats and give an in-depth overview
of threat environment and security mechanisms built into state-of-the-art
mobile operating systems. Specifically, we have the following three research
objectives to achieve: Our first research objective is to present a comprehensive
discussion on the three competing modern mobile platforms: iOS, Android,
and BlackBerry. Moreover, we discuss the common vulnerabilities of the
mobile platforms and the existing security models of these operating systems
to protect mobile devices. Our second research objective is to present a threat
model of each mobile platform. Specifically, we first discuss the factors that
motivate attackers to breach mobile security. We also present the attack vectors
and the modern exploitation techniques used by attackers to breach the security
of a mobile device by inserting malicious codes. In addition, we discuss
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some common types of malwares particularly designed for mobile devices
such as mobile Trojans/worms and other viruses. Our third research objective
is to present state-of-the-art security defense mechanisms to protect mobile
platforms and devices along with a brief discussion on future trends in mobile
security and its applications.

Keywords: Mobile platforms, Mobile devices, Threat environment, Mobile
security.

5.1 Introduction

Mobile devices are rapidly emerging as popular appliances with increasingly
powerful computing, networking, and sensing capabilities. The number of
mobile users has drastically increased over the past few years. For example, the
number of mobile users is forecast to reach 4.77 billion by the year 2017 [1].
According to one recent report [2], mobile data traffic grew 69% in 2014.
Specifically, mobile data traffic reached 2.5 exa-bytes per month at the end of
2014, up from 1.5 exa-bytes per month at the end of 2013. These vast growing
mobile device platforms are supported by three competing operating systems:
Android, iPhone operating system (iOS), and BlackBerry. The numbers of
Android and iOS users are also increasing at a faster rate. The global mobile
operating system (OS) market share shows that Android OS reached 69.7%
at the end of 2012, racing past Symbian OS, BlackBerry OS, and iOS [3].

Although we have seen significant advancements in mobile technology in
recent years, it comes with a similar increase in the number and sophistication
of malicious software targeting popular platforms. Currently, mobile devices
present greater security and privacy issues to users than in the previous decade.
This is mainly due to the fact that mobile devices incorporate several ways
to leak highly sensitive information about a user’s location, pictures/videos,
and so on [3]. One major source of getting malware on mobile devices is the
inherited ability of devices to download third-party applications (apps) from
online markets. These online app markets are further divided into two types:
open market versus closed/controlled market. In an open online app market,
mobile users are free to install any app from any available market, whereas in
the closed/controlled market, app markets are restricted to access by certain
legitimate users. For example, the open market is typically used in theAndroid
security model which mainly relies on user’s judgment to install applications
from reliable sources or to evaluate whether the application requests reason-
able permissions for its intended operation [4]. Since these markets contain
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hundreds to thousands of apps, determining which are malicious and which
are not is still a formidable challenge.

Even though there have been many schemes/architectures recently pro-
posed in literature to analyze and detect mobile malware, adopting these
schemes/architectures for one specific type of mobile platform is still an open
research question. For example, some of these malware analysis/detection
schemes work for Android OS, whereas the others are completely biased
toward iOS. From the mobile stakeholder’s perspective, which includes
mobile users, industry, and the research community, it is critical to have more
understanding of these mobile platforms, their threat environment, and the
capabilities of the existing security defense systems.

One of the objectives of our research is to advance the current research
on the analysis of mobile platforms. Specifically, we present a comprehensive
discussion on the three competing mobile OS: iOS, Android, and BlackBerry.
Moreover, we discuss the common vulnerabilities of the mobile platforms and
the existing security models of these OS to protect mobile devices. In addition,
we present a threat model of each mobile platform. Specifically, we first
discuss the factors that make attackers breach mobile security. Secondly, we
present the attack vectors and the modern exploitation techniques used by the
attackers to breach the security of a mobile device by inserting malicious code.
These modern exploitation techniques include (a) Web connections/browser,
(b) social engineering, (c) network services, and (d) applications. Thirdly,
we discuss some of the common types of malwares particularly designed for
mobile devices such as mobile Trojans/worms and viruses. In this research
work, we also present a comprehensive discussion on the modern defense
schemes designed to protect the three major mobile platforms. Specifically,
we identified seven unique defense methods to protect mobile platforms from
variety of different existing security threats. Finally, we present our own
analysis on the existing mobile threats and the future trends in mobile security
and its different applications.

5.2 Analysis of Mobile Platforms

In this section, mobile platforms are introduced and explained. To begin, a
mobile platform includes both hardware and software that create an environ-
ment for mobile devices [5]. Some mobile platforms that will be discussed in
this section include Apple, Android, and BlackBerry. The number of mobile
smart devices continues to grow from the recorded 2.6 billion users in 2014 [6].
In fact, it is predicted by the year 2020, the number will jump to 6.1 billion
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users. This number represents 70% of the global population. In addition, by
the year 2020, around 90% of the world’s population will at least have access
to data coverage [6]. To put this into perspective, there are around twenty
new smartphone subscribers every second of the day [7]. The objective of
this section is to understand the operating system of each mobile platform.
In addition, the security features and flaws will also be discussed in the
following sections. Lastly, the different types of mobile malware, attacker
motives, and potential vulnerabilities will be reviewed. By the end of this
section, smartphone users will have a clear understanding on how mobile
platforms work and the general concepts that relate to the term. In the
next section, an analysis of three major mobile platforms will be discussed
in detail.

5.2.1 Dominating Mobile Platforms

When it comes to mobile platforms, there are two major operating systems that
rule the market: iOS and Android. The BlackBerry OS, however, is attempting
to make a comeback in the mobile device world. In the following subsections,
the fundamentals of these three platforms will be explained in detail starting
with the iOS.

5.2.1.1 iPhone Operating System (iOS)
The iOS platform is an operating system which is being used on all mobile
devices produced and distributed by theApple. These devices include iPhones,
iPads, iPods, and the Apple watch. The most recent version of the operating
system is iOS 9, and its capabilities are cutting edge. For example, it allows
devices to hold a charge longer [8] by not allowing notifications to light up
the device when it is facing in a downward direction. A new low-power mode
is also made available when the devices reach 20% and 10% [8]. This option
stops background processes, darkens the screen, and goes into sleep mode
more quickly. Also, in iOS 9, the system is using predictive information to
understand the user. This is now as a proactive assistant feature that now
suggests things such as the recipient of an email or when you should leave to
avoid traffic jams based of your typical locations [8]. Lastly, another update
includes the note application qualities. Its new qualities include a variety of
formatting options such as drawing or including an image from your gallery.
Users can also save links or pictures directly to the note application instead
of copying and pasting [8]. It is important to note that these are just a few of
the main updates that represent the potential of iOS 9.
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The capabilities of iOS are what makes it a major player in the mobile
device world. Many users of iOS remain loyal to the operating system. For
example, 1.1% of users each month upgrade to the newest model, while only
0.4% switch to the Android operating system [7]. However, during the new
iOS launch, the switching rate from Android to iOS increases from 73% to
93% in the weeks following the release.As a result, the customer loyalty drops
for Android users [7].

5.2.1.2 Android operating system (Android)
The Android operating system’s main purpose, like iOS, is to grant the
hardware of the mobile device the ability to function [9]. The operating
system is written in the computer coding language Java and is run through a
virtual machine. This machine is known as the Dalvik virtual machine which
expresses Android’s byte code. This machine is the runtime environment for
theAndroid platform [10]. The application code, however, is coded in Java and
expressed or executed in the virtual machine Dalvik. To elaborate, the overall
architecture of the android application begins with built-in applications or
third-party applications [10]. Next, the application framework layer is estab-
lished, which deals with the content provider, package management, location
management, etc. [10]. The native libraries follow behind the application
framework. Within the libraries, there is SQLite, WebKit, Secure Socket layer,
etc. [10]. Running at the same time as the native libraries is the Android
runtime machine Dalvik and the core library [10]. Lastly, the Linux kernel
includes the Wi-Fi driver, a flash drive, keyboard driver, and more [10].
This operating system was established by Android Inc. and would later be
bought by Google. Google would make Android an open-source project in
2007, allowing companies to use the software freely with altered terms to
the license. As a result of the open nature of the Android platform, security
is a major concern. The Android platform faces a variety of different threats
due to types of applications available to Android customers. The applications
provided on the Android official and non-official markets often contain
malicious code, because of the freedom the platform offers for application
development [10].

Updates in the Android operating systems happen at a much quicker pace
than to iOS [9]. In fact, the updates for this operating system are released every
few months. The rapid updates allow Android to remain a dominate player
in mobile platforms. Every month, around 1.7% of Android users update to
the newest smart device, while only 0.3% switch to their competitor Apple
(iOS) [8]. Overall, 82% of Android users stay loyal to their operating system.
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The only time that Android sees a major decrease in customer loyalty is after
the release of new iOS devices. At this time, the percentage drops from 82%
to 76% [8]. While Android and iOS are the most popular mobile platform, the
BlackBerry platform cannot be counted completely out of the race.

5.2.1.3 BlackBerry operating system
The BlackBerry operating system is only used on BlackBerry devices, such
as the BlackBerry Bold, Curve, Pearl, and Storm series [11]. This system is
known for its ability to push emails using the BlackBerry Enterprise Server
(BES). While Android has the capacity to run on different types of mobile
devices, BlackBerry cannot and must only be run on BlackBerry devices [11].
Creating applications for BlackBerry can be done using the Java Micro Edition
or the Web development platform. The Web development option utilizes the
widgets software development kits which allow applications to be made up of
HTML, CSS, and JavaScript code. BlackBerry had once been the smartphone
to have in 2009 when about 40% of the United States smartphones were the
BlackBerry brand [12]. However, that number has now decreased dramatically
to less than 1% of smartphones [12]. This is because the company failed to
turn their email-based devices into complete smartphones.

By the year 2014, the company had lost just under six billion dollars after
making a last ditch effort and producing its first touchscreen mobile devices.
However, recently, the company has been making money off of their operating
system with new devices such as the Passport, which is aimed at enterprises.
This new device has the highest rating on Amazon [12]. BlackBerry had once
been the number one smartphone platform and while it is taking great strides
to earn the title back it will likely be a challenging process.

5.2.2 Security Models for Mobile Platforms

Every mobile platform has a security model. This implies that each operating
system has security measures put in place to protect the mobile platform. The
purpose of the security measures is to protect the hardware, software, and
sensitive information that makes up the mobile device environment. In this
section, iOS’s, Android’s, and BlackBerry’s security models will be analyzed
and compared. Table 5.1 illustrates common security features for mobile
platforms such as system security, which protects the hardware and software of
the device. Each feature is fully explained through the following subsections.
This comparison framework depicts which major security features that the
common mobile platform actively incorporates into their operating systems.
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Table 5.1 General security features that each platform provides or lacks
Device Controls Security

Mobile System Encryption/Data Application Network (Protects Against Privacy Management
Platform Security Protection Protection Security Authorized Users) Controls System IOS
iOS Yes Yes Yes Yes Yes Yes Yes
Android No Yes No No Yes Yes No
BlackBerry Yes Yes No Yes No No Yes

5.2.2.1 iOS security model
The iOS has a number of security options to keep its mobile platform safe. The
newest version of iOS is a completely new architecture in regard to security.
The security methods in iOS include protecting and working with software,
hardware, and services. According to Apple, the model is divided into eight
sections [13]. The first section includes system security which focuses on
securing the software and hardware for the iOS platform. As seen in Table 5.1,
BlackBerry also focuses on the software and the hardware protection. Next,
the encryption and data protection secures the user’s information from unau-
thorized users. App security permits applications to run, while the integrity
of the platform remains intact. Network security protects the transportation
of data through authentication and encryption. Apple Pay’s security addresses
the protection of mobile payments. The Internet services secure and protect
messaging through the platform. Device controls permit the device to be wiped
clean if it were to get into the hand of an unauthorized user [13]. Lastly, the
privacy controls allow the users to decide whether location and certain data can
be accessed. The security model of iOS 9 has been successful and positivity
reviewed; however, even though Apple users say that their devices are the
most secure, iOS 9 has still faces security vulnerabilities [14]. For example,
iPhone users found a way to bypass any passcode and access a device through
Apple’s assistant Siri. At this time, the only way to avoid this issue is to disable
Siri in the settings of the device [14].

5.2.2.2 Android security model
Currently, Android has focused its security efforts on encryption, restricted
profiles, and authentication, as seen in Table 5.1. The new full disk encryption
method in Android 5.0 allows the user’s password to be protected from brute
force attacks [15]. Android 5.0 also allows for a guest mode to be created
on a device so that personal data are not given to unauthorized users. In
addition, trustless authentication allows access to devices when it is near a
trusted device or by a trusted face [15]. The Google Play Store also has some
forms of protection to verify that an application is not going to be harmful to
a device.
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The major issue with Android is the overall lack of security. In fact, around
87% of Android devices are vulnerable to different attacks [16]. One type of
attack on Android devices is Ransomware [17], an attack that locks down
the device until a ransom is paid to the hostage takers. Another issue is the
malicious links that are within the Android applications. If a user clicks on
the link and it opens in Webview, it can then install an application without the
user’s consent. There are also applications that do not activate the malware
until a later time. This allows the user to think the application is safe until
later, when a popup or malicious Websites are presented to the user. Android
Installer Hijacking affects almost 50% ofAndroid smart devices [17], although
the newer versions of Android claim to be secure from the issue at this time.
The hijacking occurs when a user downloads an application and another one
is downloaded onto the device instead. This all happens in the background
of the device so users are left unaware. After reviewing all three platforms, it
becomes clear that there are significant malware issues with Android. Many
believe these issues are due to the poor security in third-partyAndroid markets.
The issues mentioned previously with the Android platform are far from the
true number of malware problem that are out there.

5.2.2.3 BlackBerry security model
BlackBerry security has recently been noteworthy for its success to keep infor-
mation secure. The release of the BlackBerry Enterprise Server 12 (BES 12)
has not had any serious security breaches in the last twelve months [12]. The
purpose of this sever is to have a formal mobility management solution for
smartphones used in the business world. In addition, BlackBerry is the only
platform shining a light on Internet of things (IoT) security [12]. This means
that BlackBerry offers protection of data being transferred through a network,
as shown in Table 5.1. This seems a huge competitive advantage, especially for
their target audiences (e.g., businesses and large organizations). BlackBerry
has a very organized security model that includes a number of features.
Below is the outline of how BlackBerry organizes their security abilities. To
review the meaning of each term, you can refer to the BlackBerry 10 Security
Overview [18].

Even with all of the forms of security, BlackBerry still affected by different
types of vulnerabilities. The first issue that BlackBerry users may face is
with the Adobe Flash, as there are some Flash Player remote code issues
that can affect several different types of BlackBerry devices [19]. For an
attacker to successfully manipulate this code, a customer would have to access
it on a Website or download a version of the Adobe AIR application that was
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altered [19]. The WebKit remote code (BRST-2013-008) also has a number of
vulnerabilities [19]. For an attacker to use the issue to his or her benefit, they
would need to create a malicious Website or alter a Website for malicious use.
The user would have to use that Website to obtain the malicious JavaScript.
In addition, the WebKit code (BSRT-2013-010) also requires an attacker to
make a malicious Website. Lastly, the libexf flaw (BSRT-2013-009) requires
an attacker to create a malicious image that the user must download and save.
Overall, there are issues with all mobile platforms; however, BlackBerry has
been able to make great strides in the field of security.

5.2.3 Existing Security Vulnerabilities in Mobile Platforms

In this section, the motives and purposes of mobile attackers will be discussed
in detail. Three main motives are information theft, espionage, and sabotage.
Information theft occurs when the attacker attempts to steal information owned
by an organization or target [20]. Typically, this is accomplished by targeted
attacks. This implies that the attackers know exactly what information they
need to steal and go after that information. Espionage is the monitoring
of activities that may compromise a particular target [20]. Sabotage uses
blackmail to get the target of the attack to accept certain demands. In Table 5.2,
the amount of malware in popular mobile platforms is depicted. It is clear
that the Android makes up the majority of malwares, with 79% of total
malware issues. BlackBerry makes up only 0.3% and iOS is only at 0.7% [21].
The other lesser-known mobile platforms are still significantly less than the
Android market. Table 5.2 represents the amount of malware each platform is
responsible for creating due to their own respective vulnerabilities.

5.2.3.1 Potential vulnerabilities
One of the major vulnerabilities that mobile platforms face is social engi-
neering. Social engineering is a concept that hackers use to trick humans
into breaking security protocols [22]. This is typically done to steal sensitive

Table 5.2 This table depicts the amount of malware mobile platform are responsible
Mobile Platform Malware Occurrence
Android 79%
Symbian 19%
iOS 0.7%
Other 0.7%
Windows 0.3%
BlackBerry 0.3%
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information from a user that can be used to benefit that hacker’s agenda. This
can be done in a number of ways including phishing, pretexting, baiting, and
spamming. In addition to social engineering applications, downloads can also
cause major issues for mobile platforms. This is a major flaw that Android
must overcome due to its third-party markets. While there is protection for the
Google Play Store, additional markets are not regulated and caused a number of
malware issues for Android users. As mentioned previously, network services
are on the security radar for all of the mentioned platforms. This means that
the data being transferred over a network is protected in some form. For iOS,
this is through authentication and encryption [13]. If the network was to be
breached, this could cause major issues for any mobile platform. Bluetooth
is also a potential vulnerability that can spread malware to devices in its
proximity.

5.2.3.2 Mobile device malware
There is a numerous amount of different malwares in existence today. A virus
is a certain type of malware that infects software once it is executed [23]. This
typically occurs when information or data are being shared between devices.
A Trojan is a type of virus that appears to be a safe application or Webpage
that tricks the user into accessing the malware unknowingly. A worm is a type
of malware different from a virus that can replicate itself and does not require
user intervention for execution. Adware is a type of malware that can be on a
mobile device with no replication capabilities. For example, certain ads may
appear in an application based on the user’s Internet searches, making the user
more likely to click the link. While not all Adware is malware, it can be which
cause major concerns for users [23]. The total amount of malware Adware
accounts for 17% of all malware, as illustrated in Table 5.3 [24]. Spyware is a
type of malware that spies on a user by tracking activities by using tools such
as keyloggers.

Table 5.3 This graph illustrates the distribution of the malware for mobile devices
Malware Distribution Method Occurrence
Sending SMS 24%
Aggressively displaying Ads 17%
Malicious software 15%
Remote access of the device 13%
User data stolen 05%
Malware download 04%
Monetary theft 04%
Other 16%
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This type of malware accounts for monetary theft and user data being
compromised as depicted in Table 5.3. Organizations often use keyloggers
to view what their employees are doing throughout their work day [23]. This
type of malware was once only a concern for computer users; however, mobile
devices have become handheld computers. This means that every type of
malware a desktop can face, a mobile device has the potential to be vulnerable
as well.

5.3 Threat Model for Mobile Platforms

In this section, we present the threat model for mobile platforms. Our threat
model is composed of three main components. First, we discuss the factors that
motivate an attacker to breach mobile device security. Second, we discuss the
modern exploitation techniques used by an attacker to accomplish malicious
activities such as inserting a malicious content into a mobile device. Third, we
discuss some of the common types of malwares that are particularly designed
to target mobile devices. Figure 5.1 illustrates these three components as well
as their sub-components.

Figure 5.1 An illustration of an attack tree showing the typical relationship among attacker
goals, targeting mobile devices, attack vector, and a choice of a malware.
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5.3.1 Goals and Motives for an Attacker

This section presents some of the common goals that attackers try to achieve
when breaching the security of mobile devices by exploiting common vulner-
abilities. Identifying a malware’s motivation on smart devices is paramount to
gain a better understanding of its behavior and can be used to develop targeted
detection strategies [3]. Such goals range from fraud and service misuse that
is driven by economic incentives, to spamming, espionage, data theft, and
sabotage.

5.3.1.1 Cybercriminals: outsourcing sensitive data
Cybercriminals who target mobile devices often do so in order to access
personal information. Personal information can range from local mailing
addresses, credit or debit card numbers, banking information, email addresses,
phone numbers, and much more. Cybercriminals can then do one of two things:
Sell their vast information stash to a potential buyer or keep it for their own use.
The former choice is most desirable. In the underworld filled with criminals of
all sorts, information is highly valuable for making money or other malicious
deeds. In the black market that keeps the criminal world thriving, hackers that
obtain personal data sell it to a variety of buyers, including identity thieves,
organized crime rings, spammers, and botnet operators, who use the data
to make even more money [25]. A simple name that is worth 99 cents in
the underworld may be the target the local mafia is after. A couple of email
addresses may be the best debut for a new spammer, only for the low price
of $5. The more information pieced together, the more damage occurs [25].
When we apply these cybercriminal acts to mobile devices, many more people
are easily robbed of their information.

5.3.1.2 Cybercriminals: cyber heist
Hackers can also keep the information they steal for themselves. If attackers
successfully acquire all banking information and other personal data through
social engineering or other techniques, they can easily act as the victims online.
Identity theft was already a problem on users with computers. In the mobile
platform, the methods of extracting user’s information have expanded. Such
data mining methods include intercepting data as they are transmitted to and
from mobile devices and inserting malicious code into software applications
to gain access to users’ sensitive information [26]. The attackers can then
use the victim’s credit card to buy whatever they want, or withdraw funds
from their victim’s bank account. Other than stealing cash from the victim
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through stolen information, more innovative techniques have surfaced. On the
mobile platform, many apps exist that a user can easily download as he or
she pleases. A user downloads a seemingly harmless app, only to be locked
out of their phone unless they pay the app a fee. An attacker can use less
conniving methods to earn cash. For example, Adware is a popular form of
malware used by mobile attackers. They can create an app, useless or not,
and populate it with advertisements, generating revenue per specific amount
of views [27].

5.3.1.3 Cybercriminals: corporate espionage and sabotage
Big companies such as Amazon, Netflix, and Apple possess personal infor-
mation about each and every customer they have, in addition to their own
unique trade and technology secrets. All it takes is a couple of cybercriminals
to hack into the database system or user’s device in order to gain the required
credentials and they will have access to the wealth of information a company or
business has. Take the 2012 incident as an example regarding the data breach
of the online retailer Zappos [25]. Cybercriminals gained access to 24 million
customers’Zappos profile information with the exception of customer’s credit
card and sensitive payment data [25]. What this demonstrates is that even
if a company promises that its Website security is solid, its defenses are
not impenetrable. Gaining access to corporate networks is often accom-
plished via external attackers or internal workers. Company employees form
the latter.

In our digital age, almost every person has a phone or smartphone.
At a company such as Zappos, it is safe to assume that most, if not all,
employees had a phone. An attacker can simply acquire login credentials
for an employee and simply login to the company database without a hitch.
Using the data mining techniques stated earlier, an external attacker can
easily act as an internal user without anyone knowing. The company will
not discover the breach because the attack was done on an employee’s
personal phone, not through the company’s networks. In this scenario,
attackers do not have to be external or underworld criminals at all. An
employee who wishes to exact revenge on his cold-hearted boss may access
the database at work and outsource personal information or trade secrets to
others. A rival business may want to acquire the fiscal earnings’ report or
secretly attack through the mobile platform. In essence, the mobile platform
is an easy target for malicious attackers to enter the secure environment
of a company.
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5.3.2 Attack Vectors or Modern Exploitation Techniques
for Mobile Devices

In this section, we discuss the modern exploitation techniques commonly used
by attackers to accomplish malicious activities such as inserting a malicious
content into a mobile device.

5.3.2.1 Susceptibility on the mobile through hardware
One of the most basic methods an attacker can use to steal data or wealth
from a user’s phone is by a direct access. These days, it is easy to entrust
your smartphone to a friend or a store employee, or a stranger for few
seconds. Less common is the theft of personal mobile devices, but it is
relevant to the hardware-related attacking vector. Inside most smartphones,
there exists a subscriber identity module (SIM) card which is owned by a
mobile network operator or MNO. Such operators include Verizon, T-Mobile,
Sprint, and Virgin Mobile. An outside source that was able to acquire a
smartphone for malicious motives can either target the SIM card or the mobile
device.

An example of targeting the SIM cards themselves is the TurboSIM
technique. Within a mobile phone, the device must communicate with the
SIM card in order to accomplish variety of tasks. This communication channel
between phone and SIM card is not protected. Therefore, an attacker may
insert a TurboSIM card into the device itself which interferes with the
communication process [28]. The attacker may then eavesdrop on messages
sent from the phone, send messages to the phone itself as a trusted source, or
simply remove the SIM lock placed on the SIM card.

An attacker may also target the phone itself through forensic analysis or
joint test action group (JTAG) card method [29]. An attacker uses forensic
analysis by directly inspecting the mobile device’s hardware and targeting
stored data [8]. Such a method can be mitigated by a multitude of encryption
schemes and other security methods on the SIM card, memory cards, etc.
The JTAG is a standard for testing and debugging hardware on a variety of
devices including the mobile platform [28]. JTAG, if available on phones,
presents a vulnerability risk to users. JTAG works by using a boundary scan,
which when matched with the correct port in the device, can access processor
and memory [29]. JTAG, originally designed for the developers of the mobile
device, however, can end up in the wrong hands if the mobile device is lost.
With the right skillset, an attacker can do anything to the mobile device and
its stored data using only the JTAG method.
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5.3.2.2 Attacking through the Web
The browsers of mobile devices, such as Google’s Chrome or Apple’s Safari,
are similar to their PC counterparts except these browsers must cater to the
main functionalities of the mobile device. For example, the phone’s Web
browser must be required to allow the user to answer or receive voice and
video calls at no delay, but the requirements often depend on which browser
app is being used. This requirement brings forward the fact that Web browsers
for mobile devices are also applications in themselves, and their security often
conflicts with the security of the device and other apps [28]. Think of it this
way, it is wise to download and utilize protection software for your computer,
such as Symantec-related products. However, there will often be advice or
suggestion stating that it should not run alongside another virus- or malware-
related software, because each software is different and may interfere with one
another. Running Symantec alongside McAfee virus software may seem like
double the protection, but often it is hindering the performance of the other.
Like the example just given, the difference in security between a mobile Web
browser and the mobile device itself can be exploited by any attacker.

Another threat that is related to mobile Web browsers includes what is
called geo-inference attacks. In each mobile device, the user may turn on the
location feature to use for apps. Such apps include Google Maps, SnapChat,
and even the Web browsers themselves. An attacker can set up their own
Website, which, when accessed by a user either on their PC or mobile device,
will start to “sniff” through the browsing history and browser cache of any
location-oriented Website they visited via timing-based side channels [30].
Web and mobile developers alike will need to increase security measures
when it comes to the Web browsers and mobile features such as location to
combat the emergence of innovative threats.

5.3.2.3 Mobile intrusion and deception through social
engineering

Today’s society is steeped in social media more than ever. People communicate
with each other through venues such as email, Facebook, Instagram, and other
sites. Social engineering does not require skills of a top-class hacker nor the
skills of an amateur. One must, however, possess a knack for deceiving people
online. We have all been victimized by social engineering techniques. An
attacker may have acquired a large stash of email addresses to spam their
devious ploy: “Your rich grandmother has died and willed her entire fortune
to you!All you have to do is send the Nigerian caretakers a few hundred dollars
in order to have the fortune shipped to your address in no time.” On social
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media, an attacker can comment on public posts about suspicious job offers
or bare links which will redirect victims to Websites they created to phish
information. Another method most people have experienced is the numerous
advertisements seen on social media sites placed by both the Website itself
and adware placed by other outside sources.

This technique is part of a multitude of schemes to fish out cash, personal
information, or other sensitive data from a user. Web applications created
in different countries also add to the issue. Chinese-based Web applications
such as social media Renren, or QQ, may have Chinese personnel committing
cyber espionage on corporate or government files through employees’ mobile
devices [31]. Given that China had a couple of incidents on record for
alleged cyber-attacks on U.S. government entities and other valuable targets
throughout the years, security on foreign-based Web applications is in focus.
However, with the unlimited growth of the Internet, it is a difficult task to
control the vast number of Websites and applications that emerge.

5.3.2.4 Attacking through the mobile network
A mobile phone is either a GSM or CDMA network-reliant device. These
two radio networks make it possible for one to call or message another at
anytime and anyplace. GSM stands for global system for mobiles while CDMA
stands for code division multiple access [32]. Let us take a look at the global
common variety—GSM. GSM is a radio network, relying on connecting
mobile devices to the supporting network operator’s base via air link [28].
This channel is encrypted to keep it secure. The SIM chip of all GSM phones
encases all sensitive data a user has, and is accessed by the mobile device
by using cryptographic algorithms A3, A8, and A5 for authentication, key
derivation, and encryption, respectively [28]. How can outside sources have
the opportunity to bypass this secure “handshake” between SIM and a phone?
To understand what requires accomplishing these malicious tasks, let us take
a look at the weaknesses of the GSM network.

First, one weakness is that the GSM system encodes a message first and
then encrypts it [28]. This particular order of generating the message leaves
much uptime on the data being sent. Second, GSM phones in developing
countries often use weaker states of encryption such as A5/2, which combined
with the first weakness, provides the window of opportunity for attackers
to strike [28]. Stronger encryption schemes such as A5/1 are much more
secure, but weak versions such as A5/2 suits countries less advanced than the
developed countries. By using their own cryptographic methods against the
weaknesses of the network, they can trick the handshake system implemented
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by the GSM which results in conversation eavesdropping by the mobile
device. This allows the attacker to accomplish his or her goals listed earlier in
Section 5.3.1.

5.3.2.5 Cyber Arson through common mobile applications
Every smartphone in the world today contains variety of applications. Ranging
from the business-related TD-Ameritrade app to games such as Angry Birds,
mobile applications help pass the time or, to the opposite effect, increase
productivity.Yet, some developers or attackers create/mix malicious code with
certain applications that can drain battery life or spy on the user’s actions [33].
With every app downloaded, there are always requested permissions such
as access to photos or other data files, location, and personal information.
In order to use some apps, Facebook for example, these permissions are
required. Yet for games such as Candy Crush Saga, one must really connect
its Facebook profile with the app. Malware-afflicted apps can be used for any
purpose including eavesdropping, data mining, or stealing money. An app
may lock a user out of his or her phone entirely until a ransom fee is paid
(see ransomware above) or could be secretly sending short message service
(SMS) to an expensive service number to accrue profit for the attacker [28].An
example of this SMS method is illustrated in Figure 5.2. The victim of the latter
will only notice the malware in action when the phone bill arrives. For mobile
applications, one must be vigilant for which apps are trustworthy and never
entrust sensitive information to third-party applications unless necessary.

5.3.2.6 Attacking via Bluetooth connection
Another common method of communication between digital devices these
days is Bluetooth technology. Bluetooth allows short-ranged communication
via short wavelengths to connect with “enslaved” electronic devices [34].

Figure 5.2 The SMS trick through mobile applications. The attacker uses a malware of
choosing and sends it to app store or market. Victim unsuspectingly downloads the app and
attacker then sends covert SMS to a premium-rate number they own to have the victim pay.
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Bluetooth devices range from Bluetooth-enabled speakers, laptops, mobile
devices, etc. While it is short range, which means a lower chance of an
intruder interception, it does not mean it is impossible to breach. An attacker
who successfully penetrated the Bluetooth communication can inject its
malicious malware numerous times, complicating security measures of the
victimized mobile device [28]. Bluetooth is a double-edged sword. Each
time it is activated, it broadcasts the information of the phone such as its
unique name, list of services, and other technicalities [34]. One can connect
to their beloved Bluetooth speaker, but at the same time, a nearby attacker can
easily note the vulnerable mobile device and take actions. Some examples
of Bluetooth attack methods include BlueSmack, BlueBug, BlueSpoof, and
BlueBump [34]. These attacks vary from causing massive data overflows,
resulting in a distributed denial of service (DDoS) attack, or utilizing software
to completely hijack a victim’s phone.

5.3.3 Types of Malwares in Mobile Devices

In this section, we discuss different types of malwares commonly designed to
target mobile devices which include Trojan horses, worms, and a family of
viruses.

5.3.3.1 Trojan-related malware
Trojans are common malware that cause misfortune to PC users. However,
with the dawn of the smartphone age, especially the Android market, Trojans
are beginning to cause trouble for mobile devices. A Trojan is essentially any
software that appears to have normal functions but covertly contains malicious
coding [35]. Apps that may seem like some harmless games could contain a
malicious Trojan program: takes Zeus, for example, a Trojan mostly used
by attackers for targeting banking applications. Messages sent from a trusted
banking company can be intercepted by attackers using Mitmo, or man in the
mobile, techniques. Then, attackers can implement the Zeus Trojan to fake a
certificate from the banking application [36]. People who are not tech savvy
or cautious can easily fall for this fake certificate and proceed to an SMS or
Website that asks for more personal information, only to be faked.

5.3.3.2 Worms targeting mobile devices
Worms are another set of malware that can infiltrate and harm an electronic
device. Unlike Trojans, worms are programs that make copies of themselves,
infecting devices through each other and use different transportation mech-
anisms through the network each time, all under the nose of the victimized
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user [35]. Worms were prevalent in computers, but are just as easily imple-
mented in mobile devices. Take the first worm ever observed in mobile devices,
the Cabir. Cabir was masterminded by an eastern bloc hacker group, first
discovered in 2004 when it used Bluetooth technology to spread to multiple
mobile devices using Symbian OS [35]. Worms are not as harmful as viruses
or Trojans, but can considerably worsen the efficiency of an infected mobile
device.

5.3.3.3 Viruses on the mobile
Viruses are like worms, yet slightly different. Even though they also make
copies of themselves, viruses are set pieces of malicious code that can attach
themselves to virtually anything in a PC or mobile device [35]. Viruses can
infect programs, data files, pictures, games, movies, etc. The mosquito virus
that infected a computer game illegally pirated to a person’s mobile device
allowed the attacker to hijack the phone covertly and use it to their pleasure
[37]. Viruses can give way to something even more malicious than a single
colony of viruses: the botnet. A botnet can be likened to a zombie army being
controlled by one master. An attacker can send viruses to multiple mobile
devices, infect them, and control them as a group to enact further schemes
such as sending mass spam emails or a coordinated DDoS attack [35]. It is
important for users of mobile devices to think about investing in legitimate
antivirus software to add protection against viruses and also increase their
overall awareness of malwares.

5.3.3.4 Ransomware: a mobile kidnapping
Ransomware is a type of malware related to the mobile applications vector.
An attacker who utilizes ransomware aims to gain mostly cash or some form
of imbursement from the victim. Ransomware is mostly a Trojan or a virus
that infiltrated the mobile device and encrypts user data, requiring the victim
to pay up in order to receive the appropriate encryption key [28]. This is
why it is very important for each user, especially those who own the more
“open” Android-based mobile device, to be cautious what data they store on
their phones. Some people keep important data such as banking information
and passwords on a note widget or took a couple of photos of their SSN for
emergency purposes. Even on the less vulnerable iPhone device, it is still
possible to be infiltrated. People will often jailbreak their iPhones in order to
have the sort of privileges Android phones do. However, when users jailbreak,
they end up creating a vulnerability for attackers to exploit. An attacker can
scan via Internet IP addresses of jailbroken iPhones and upload its ransomware
app for them to unsuspectedly download [35]. The ransomed iPhones can then
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be used by the attacker to secretly install a worm to spread the ransomware to
other iPhones and hold the phones ransom.

5.3.3.5 Mobile botnets
As stated earlier in the virus section, a botnet is essentially a swarm of infected
devices used together for malicious intentions. In canon, a botnet is defined as
a “set of devices infected by a virus that gives an attacker the ability to remotely
control them [35].” In mobile devices, a botnet could be more personal and
closer than ever before. The diverse communication channels of the mobile
world along with the fact that they are almost always turned on for use means,
the threat of a botnet attack can come at anytime, anywhere [28]. Botnets can
be used for activities that require a large-scale operation such as DDoS attacks
or mass spamming.

5.4 Defense Mechanisms for Securing Mobile Platforms

Our mobile devices are always subject to malicious attacks such as from sus-
picious third-party applications or through Bluetooth interceptions. However,
security software and measures evolve parallel to the rise of outside threats.
The three mobile platforms of today increasingly demand social society to
be protected and those security measures can come from phone developers
or third-party companies that seek to secure mobile devices. In this section,
we outline various common security methods and present tables detailing
which mobile platform offers which security measure and a summary of how
the defense techniques work. An illustration of mobile platform securities is
present in Figure 5.3.

5.4.1 Keychain Authentication and Encryption

Mobile platforms these days will often contain default encryption settings
already installed in supported devices. They also share what is called a
“keychain,” which is a secure storage for protecting the sensitive files. They
often contain a device key paired with a user passcode that protects all
applications and iOS software-sensitive data from external attacks [38]. This
code prevents a stranger from accessing your iOS’s valuable contents, whether
the phone was lost or stolen. The keychain API also protects the information
even when backed up. When a phone is backed up, the keychain password
is not included in the backups, meaning that a perpetrator who was able to
acquire the phone user’s backup data cannot access the keychain’s secured
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Figure 5.3 Mobile OS security implementation chart.

contents [39]. The downside for this defense mechanism is the possibility
of brute force access and advanced hacking schemes that can easily undo
common encryption schemes on the mobile device.

5.4.2 Binary Protection and Hardening

This method of security has seen a trending rise in the iOS platform [40]. What
is the meaning behind protecting binary? The art of binary hardening is modi-
fying the binary of applications and software of a mobile platform to strengthen
security and resistance to attacks such as reverse engineering, debugging, and
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patching [41]. Unlike keychain APIs, binary protection focuses more on the
structure of applications and software, making it less vulnerable to brute force
login attempts and techniques. Binary protections serve to primarily prevent
apps operating in unsafe network environments, harden memory encryption,
obfuscate reverse engineering attempts, and prevent the device from malware
threats originating from the device [42].

5.4.3 Third-Party OS Products

A common and often easier way to protect a user’s mobile device is through
third-party applications and software, either during phone development or
through the device’s application store. These products designed with mobile
security in mind include 1) mobile device management (MDM) and mobile
application management (MAM), 2) network access control (NAC), 3) secu-
rity information and event management (SIEM), and 4) point mobile security
(PMS) [43].

Each product type offers defense methods that focus on certain mobile
vulnerabilities. MDMs and MAMs are what their name implies. They track
how the device is used, can utilize remote location tracking, manage apps,
register the device, and even support data loss prevention (DLP) that encrypt
secure containers [44]. The downside of MDMs and MAMs is the lack of
threat detection and prevention capabilities. They require the user to manually
control how to protect their mobile devices, when some threats can be far more
advanced for the average consumer to successfully apprehend. NAC products
serve to govern who can access the mobile device, often capable of endpoint
security checking, and access enforcement. While NAC products can ensure
that the OS is updated with endpoint security checking, it cannot detect hidden
attacks that were inserted in an OS’s patch version, installed applications, or
network activity.

SIEMS functions the same as the intrusion detection systems for a
computer unit. SIEMS allows a user to monitor and manage network activity,
analyze and log information, and detect threats to the mobile device [44].
SIEMS is effective in that they have the potential to allow users to make
the decisions to prevent threats before their devices are infected. However,
SIEMS is not effective in the security manner, since it can only detect threats
but cannot stop and quarantine a threat alone. PMS applications are what
the general public would think of when it comes to mobile security. PMS
software for mobile devices includes mobile antivirus, mobile antimalware,
ad-blocks, and mobile authentication and network security [44]. These third-
party applications are often more intensive than mere MDMs or MAMs but the
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problems remain. A user who downloads a simple antivirus-secured app may
not be protected from malicious malware as effectively, and vice versa. A top
of the line third-party PMS product that completely encompasses a mobile
device’s vulnerability scope is still far from the market. Even now, mobile
products that combine two or more of the services offered above end up being
costly and taxing on the device hardware.

5.4.4 Obfuscators and Optimizers

One of the reasons why Android is so popular to launch an attack on is its
diversity in API and the numerous ways a developer can code. A reverse
engineer can undo even the most complex code structures and turn what
was once a secured application into a vulnerable one. Obfuscators offer a
service that can increase the time and possibly deter a reverse engineer from
hacking into a user’s mobile device, while the optimizer simply optimizes
the obfuscated files. The Android developing kit comes with obfuscating and
optimizing software, such as Proguard [45]. However, one can purchase more
advanced obfuscator and optimizer software for added security and variation
of methods. Functions that support mobile security include string encryption,
class encryption, reflection to hide API calls, tamper detection, removal of
dead code, and renaming class variables [42]. While they are a viable choice
of protection for developers, it is important to note that attackers may also
utilize obfuscators to damage a mobile device and its contents.

5.4.5 Compiler and Linker Defense Mechanisms

A defense option that is available to developers lies right in their own
equipment. Code compilers and their accompanying linkers can provide in-
depth security, depending on mobile platform. Some of the features this
defense method includes are as follows [42]:

1. Stack Cookies—Protect against stack-based overflows.
2. Relocations Read Only—Protects against overwrite of the relocation

section which contains function pointers.
3. Bind Now—Loads all library dependencies at load time and resolves

them, allowing the Global Offset Table to be set to read only and protect
from direct overwriting.

4. Position-Independent Code/Executable—Allows libraries and program
executable to benefit from address space layout randomization by not
assuming it will load at a particular memory address.
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Developers can implement this style of security starting at the moment they
get their hands on the BlackBerry’s native software development kit (SDK).
If the developer secures the device with the correct configuration, one can
remove vulnerabilities that would allow attackers to take control of a system,
and instead only cause an application crash [46]. BlackBerry achieves this
method on a common basis more than their Android and iOS counterparts.

5.4.6 Certificate-based Mobile Authentication

Most IT devices today are protected by authentication certificates or digital
certificates. They are the gateways into one’s network, device, application,
etc. Certificate authorities (CAs) are able to secure many devices and software
and easily support all current mobile OS platforms [47]. Much like its name
implies, this type of authentication relies on a series of trust certificates and
would synergize well if paired alongside a MDM product.

Certificate authentication works by utilizing a secure and trusted CA,
and communication of the encryption keys—known privately by the owner
(private key) and the encryption key that is known to all public entities (public
key) the owner is in contact with [48]. This method of defense has been
widely implemented on the PC side but also works well with mobile devices,
improving the experience of the mobile users. Certificate authentication allows
a mobile user to access vulnerable applications and software without the
need of typing tedious usernames and passwords and allow companies to
use freeware CA software or collaborate with a third party [47]. While CAs
have been proven to ensure device security for years, the attackers are finding
more ways to crack this method of defense, launching the need for users to
use more than one method of mobile defense.

5.4.7 Token-based Mobile Authentication

Despite CAs still holding popularity in securing PCs and mobile devices, its
vulnerabilities are ever-changing and dangerous. Token-based authentication
serves to enhance the performance of other security implementation services,
or even work as a standalone product. Token-based authentication revolves
around the mobile’s hardware, relying on user interaction to generate a pass-
word created with a timestamp synchronized with a server application [49].
This method ensures that the user alone will have to access a token-based
protected device rather than two users: one the victim and one the imposter.
Rather than a hacker who may employ techniques such as brute forcing
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or deceiving the victim with spam email, the mobile device will not break
unless the required hardware usage process is completed [49]. Token-based
authentication may prove costlier than the usual CAs or less adequate than
biometrics but they are quite formidable for mobile authentication security.

5.4.8 Summary

Each mobile OS is built differently and thus may not have the ability to defend
a certain way another OS does. Understandably, it is paramount that developers
for a mobile OS need to implement more than one security method to ensure
a secure experience for customers. Customers will also need to understand
the significance of utilizing third-party apps and common knowledge of
applications and social media that may contain malicious threats. Table 5.4
provides an overview of what each OS offers in terms of security.

5.5 Related Work

Authors in [50] discuss the vulnerabilities and security solutions that were
from 2004 to 2011 on high-level attacks. The solutions are grouped into
categories according to the detection principles, architectures, collected data,
and operating systems, with a special focus on intrusion detection system
(IDS)-based models. Also, the authors have found that mobile malware is
still small compared to the PC malware but growing at a faster rate. The
solutions founded by the authors indicate differences in the PC environment
since smartphones have limited resources available with a large number of
features that can be exploited by some attackers. La Polla et al. [50] state
that there are four different operating systems that can be exploited: Symbian,
Android, Windows Mobile, and iPhone OS. Symbian is an open-source OS that
is used by Nokia’s smartphones. The interface components are based on the

Table 5.4 Security services of mobile platforms
iOS Android BlackBerry

Keychain API � � �
Third-Party Security � � �
Binary Protection �
Obfuscators/Optimizers � �
Compilers/Linkers �
Certificate-based Authentication � � �
Token-based Authentication � � �
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S60 5th Edition. This operating system is on its third version. A monitoring
approach can be used to extract features that could be exploited. In addition,
they found that certain vulnerabilities that are exploited can render this
type of operating system unusable. The Android operating system is based
on a modified version of Linux kernel. The applications used on this type
of device are developed by a community of developers to allow the user
to find new functions to add to the phone. To check for security flaws
in this operating system, evaluations were done to analyze the Android
framework and Linux kernel. Security solutions have been proposed for
mitigating the Android threats. Windows mobile OS was developed by
Microsoft. This operating system is based on Windows CE 5.2 kernel. This
was developed to be similar to the desktop version of the Windows. The
first version has been replaced by Windows Phone 7. There is a security
system called Window mobile malware detection system that detects malware
for Windows-based platforms. The iPhone iOS is a mobile platform that
was developed by Apple. Apple uses a vetting process that ensures that all
applications conform to Apple’s rules before they can even enter the Apple
Store. This is a good approach but the vetting process is not well docu-
mented so some malicious applications have been able to gain access to the
Apple Store.

Lopes et al. [51] explain that 96% of all smartphones do not have
preinstalled security software in place. The current security solution software
that is used in PCs is not available to use on mobile devices. Since smartphones
are small and convenient, many people do personal tasks on them which allow
attackers to exploit and gain access to their personal data. The authors have
identified four areas that are susceptible to threats. That includes security of
mobile devices, operating systems, mobile databases, and mobile networks. A
solution to device security is to install anti-phone-theft software. The software
allows the user to remotely access the device. In addition, the use of a security
PIN will make the phone less desirable to a thief because they cannot gain
access to personal data. To stop threats to the operating system, vendors should
ensure that security is built into the core of the OS. Solutions proposed by
the authors in [4, 51] suggest that the data execution protection and layout
randomization are critical for a comprehensive security mechanism. Encryp-
tion is also a good way to protect data, add antivirus software, and ensure
secure password storage. In addition to encryption, secure boot functions and
antimalware defenses are needed. Solutions to ensure the security of mobile
database include adding virus scanning, implementing firewalls, utilizing
some form of user authentication, using industry standard cryptography,
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adding firmware/software patches, implementing Router/Firewall Configu-
ration Changes, applying auditing and logging of everything but sensitive
information, and, finally, making sure that sensitive data are not saved in plain
text. To protect against mobile network threats, a password should be changed
every 60 days. Browsing history, system caches, picture caches, network
caches, installation log, viewed SMS, and viewed email should be deleted from
the phone.

The Apple iOS security model makes sure that third-party applications
are in an isolated environment so that the application is only able to access
its own data and permitted system resources. This being said all third-party
applications are granted the same data and capability access (i.e., location and
notifications). Application distribution is mandated to go through a manual
review process with restriction based on policies regarding data collection
API usage, content appropriateness, and user interface guidelines compliance.
The assumption is that the device is not “jailbroken” and only apps from the
Apple App Store will be downloaded to ensure that the phone is safe. Android
OS has a security model that supports open application distribution. In this
model, applications are gated access by permissions that are accepted when
downloaded options cannot be changed. After reading the permissions, user
may choose not to install the application for various reasons. In addition to
this, if users find the app suspicious, they can report it. Since there is no formal
review of applications before being placed in the market, this model heavily
relies on the user being able to evaluate the permission and make their own
decision on whether to install or not [51].

Delac et al. [4] found that smartphones are becoming, in many ways, more
and more like PCs so mobile security should be assessed similarly as if you
were trying to secure a computer. There is a potential to download worms,
Trojan horses, or other types of viruses that can compromise a user’s security
and privacy. If the phone becomes compromised, the attackers could have
access to voice-recording, photo captures, and SMS messages, or even gain
the user’s location. Authors in [4] present an attacker-centric threat model.
First, the motive is stated to gauge what interests that attacker and what will
be targeted. Next, the model takes attack vectors to present where the attacker
may enter into the device. Lastly, the threat types are taken into consideration.
Some of the threats that an attacker may use are collecting private data; the
use of Bluetooth to spread malware from device to device; compromising the
USB and other peripherals; and use of mobile malware, Trojan horses, Botnet,
worms, and Rootkit. To prevent these attacks, Android relies on user judgment
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to install an application or decide not to since it could harm the device.
Delac et al. [4] suggest that Android permission-based security model needs
improvements. Also, for iOS devices, isolation should be applied. However,
if it were to become compromised, a malicious application would have access
to critical system and private data. This is especially a problem if the device
is jailbroken.

Shabtai et al. [52] focus on evaluating the security solutions for Android
devices. They proposed a criterion for evaluating the security mechanisms
that are just for Android devices. Attacks could range from social engi-
neering to hardware where cybercriminals exploit vulnerabilities that exist
in human nature, software/hardware, and network. The exploitation of such
vulnerabilities results in many security concerns such as privilege escalation,
third-party library vulnerability, Dalvik vulnerabilities, man-in-the-middle
attack, return to libc attack, JIT-spraying attack, Android debug bridge, and
kernel attacks. To minimize these vulnerabilities, the security solutions that
were proposed include antimalware, firewalls, access control mechanisms,
spam filters, automated application analysis, data leakage prevention (DLP),
security extensions, and mobile device management (MDM).

Sujithra et al. [53] proposed a new way to secure mobile platforms in
a remote cloud using cryptographic techniques with minimal performance
degradation. Mobile cloud computing (MCC) services allow the user to adjust
processing and storage capabilities transparently and offloading intense and
storage demanding jobs. The problem with MCC is that there is a high risk
of unauthorized access to the data. Using a three-tier encryption method to
overcome this problem, a hybrid model of cloud architecture was proposed.
The first tier encryption is done using the message digest (MD5) algorithm with
the key. Second tier is then encrypted using AES algorithm. Final tier further
encrypts using either elliptic curve cryptography (ECC) or RSA algorithm.
Zhang et al. [54] indicate that current protection forAndroid-based phones has
many shortages in security. To address these security weaknesses, the authors
in [54] proposed a browser-free multilevel smartphone privacy protection
system. Protection is ensured by SMS. This is done by the user sending a
SMS to the phone remotely with operating instructions. The sensors on the
remote phone then execute the instructions and return the information. Also,
the sensor on the daemon process mechanism is used so that the sensors do not
become closed and uninstalled. This proposed system adopts a SIM-detecting
mechanism to indicate whether or not there is a SIM card or if it has been
changed out. If it has been deemed that there is a change, the phone is locked
by the inside sensor.
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5.6 Threats Analysis and Future Trends

Threat trends are on the rise in every aspect, from cyber-attacks to physical
attacks. Richard Piggin [55] recently published an article that outlines what
cyber security trends are most likely to keep CEOs up at night. He states that
according to recent reports from the U.S. Department of Homeland Security,
cyber attackers are becoming more sophisticated which will lead to more
destruction and loss. These attackers are using control systems to penetrate
and wreak havoc [55]. Table 5.5 illustrates several security applications for
exploited mobile operating systems.

Gajjar and Parmar [56] conducted research to provide proactive and
reactive solutions for information security to prevent mistakes that users
ultimately make. These mistakes range from granting permission without
understanding the consequences, avoiding security features built into the
device, and storing information without encrypting it. The authors state that
attackers are becoming more equipped and consumers are not protecting them-
selves well enough against attacks. Some solutions that were proposed were to
look at the security installed in the phone over other features when purchasing,
using screen locks, avoiding downloading unauthorized apps, updating and
backing up the phone regularly, checking permissions, encrypting data, turning
off Bluetooth, Wi-Fi, and location services when they are not in use, and
many others. Also, they proposed reactive steps for security such as reporting
stolen devices, erasing lost device if conceivable, formatting devices to detect
malware, and reporting incidents of impersonations [10].

After extensive research, we have found that mobile security is a problem
that has been going on for years and will not be solved anytime soon [4, 50, 54].
With the increased sophistication of attackers, the field is ever-changing and
consumers are completely ignoring the safety measures that have been put
into place to somewhat protect them. In this chapter, we have presented
comparisons of some of the vulnerabilities and threats that are known to
mobile devices as of now; however, it is unclear what is to come with how fast

Table 5.5 Security applications for exploited mobile operating platforms
Exploited Operating Systems Interface Security for Applications
Android Linux kernel User based judgment
Symbian S60 5th Edition Isolation
Windows Mobile Windows CE 5.2 kernel Window mobile malware

detection
iPhone OS BSD UNIX kernel Vetting process
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technology changes even from day to day. We have found that 95% of mobile
devices do not have any form of security software installed [53]. This would
be an easy fix if someone were to develop an universal security software that
could protect mobile devices. Apple has the most security control in place
when it comes to mobile apps. They keep them in an isolated environment, so
that the application is only able to access its own data and permitted system
resources. Android OS, on the other hand, has a security model that supports
open application distribution. In this model, applications are gated access by
permissions that cannot be changed and are accepted upon installation of the
applications [51]. Mobile devices are becoming more and more like PCs,
although the security of them is not top priority like it should be. Consumers
want more features, so that is what companies tend to focus on, rather than
trying to protect consumers who are ignorant of the potential damages, and
who potentially leave themselves open to attacks.

5.7 Conclusion

In this chapter, we presented some key concepts that surround mobile plat-
forms. This includes the definition, major players, security features, and types
of attacks. At this point in time, it is important to understand the variety of
mobile platforms made available because of the increase in smart device use.
Users of mobile platforms (e.g., Android, BlackBerry, and iOS) should be
aware of the security of their platforms, as well as how to protect themselves
against potential flaws. By understanding the potential threats and the types
of malwares, users will be able to make informed/rational decisions when
it comes to choosing an operating system. Moreover, understanding the
motivations behind malware can lead to a better identification of its behavior.
Our analysis of mobile platforms and their security models shows that malware
is becoming increasingly complex and adaptive with constantly changing
goals and using multiple distribution and infection strategies.
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Abstract

The first part of this chapter discusses recently proposed quasigroup-based
block cipher with applications in low-powered computationally constrained
environments. We present some preliminary analysis of the block cipher using
NIST StatisticalAnalysis Tool (second half discusses the linear cryptanalysis).
We also present our results on hardware implementation of quasigroup-based
block cipher.

In the second part of the chapter, we determine whether any key material
can be found by conducting a linear cryptanalysis of the cipher matrix lookup
transformations on the input blocks using the key bytes. Linear cryptanalysis
involves a known-plaintext attack such that a set of plaintexts is known
to have a specific statistical relationship to a set of ciphertexts which are
all encrypted under the same key. Using Matsui’s Algorithm 2 for DES
S-box transformations as an example, we seek to determine a suitable linear
approximation of the quasigroup block cipher, the number of plaintext–
ciphertext pairs to test, and the amount of time and space required to mount a
known-plaintext attack on the quasigroup block cipher. Our research showed
that no key material could be recovered, and therefore, we conclude that the
quasigroup cipher is resistant to linear cryptanalysis. Since the quasigroup does
not use a Feistel network with S-box transformations as the basis of encryption,
the focus of the linear cryptanalysis was on the keyed transformation during
table lookups of the quasigroup, in order to 1) determine how the key bits
used during encryption impact the ciphertext, and from this 2) find a linear
approximation that is non-negligible.
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Keywords: Quasigroup encryption, Low-energy encryption, Resource
constrained algorithm.

6.1 Introduction

The recent proliferation of low-powered devices ranging from handheld smart
phones to the growing Internet of Things has brought out unique challenges for
data confidentiality and security. In some ways, given the hardware and power
constraints of the devices, the clock has turned backward. The commonly used
cryptographic algorithms such as AES or 3DES consume too much power and
therefore may not be practical for these newer devices.Although there has been
a lot of research done on developing low-powered encryption systems, none
of the cryptosystems has stood out as a winner. As a result, most companies
use proprietary encryption systems that have not been openly vetted by the
community.

The abundance of network-connected cyber systems built on embedded
computing platforms requires the development of inexpensive encryption
algorithms. The large amounts of data that is being received, transmitted,
and gathered by these devices lead to an enormous drain on battery power.
Further, since embedded systems are often mass-produced, a small increase in
the cost of one component is multiplied many times over the millions of devices
that are being built. Examples of such embedded systems are found in power
grids, water purification systems, and oil and gas delivery systems, as well
as trains and transportation systems and other Supervisory Control and Data
Acquisition (SCADA) systems. As a result, manufacturers often entirely leave
out encryption from SCADA systems in consideration of extending battery
life or use deprecated resource-inexpensive deprecated algorithms with small
key sizes.

This chapter details our development efforts for a new encryption system
based on quasigroups that holds promise for these low-cost and low-power
embedded systems applications. We detail the software implementation of the
proposed algorithm as well as single-chip quasigroup device based on Field
Programmable Gate Arrays (FPGAs). The proposed quasigroup algorithm
requires minimal complexity and is based on table-lookup operations along
with bit-shifting operations. Tests show that the algorithm destroys existing
structure of the data, making the output look like that from a true random
number generator.
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6.2 Background—Low Energy Cryptosystems

NIST has standardized three major cryptosystems starting with DES [48],
then 3DES, and the more modern AES cryptosystem. AES commonly uses
key sizes of 128 or 256 bits, although a 192-bit key size is also supported.
However,AES requires much more computational power than its predecessors
do. This minor increase in horsepower needed by AES translates into millions
of dollars in hardware cost across the world. As a result, manufacturers and
Web site developers use some form of stream cipher, most notable RC4,
with low computational requirements and high throughput. However, recent
research has shown several vulnerabilities in RC4. At the same time, due to
increasing popularity of portable devices, RFID tags, and sensor networks,
several new lightweight cryptosystems have been developed in recent years.
An organized effort to develop new stream ciphers for widespread adoption
was started by the EU ECRYPT network under the eSTREAM project [1].
A number of very good algorithms have resulted from this effort. However,
they did not look at block ciphers. Other researchers have modified several
of the known lightweight cryptosystems such as DES [2] and ECC [3, 4]
and stripped them down in order to increase their throughput and decrease
computational requirements. For example, [2] proposes a lightweight version
of DES for RFID chips and uses a single S-box repeated eight times in order
to improve on storage.

The PRINT cipher was proposed for integrated circuit printing [5];
however, its cryptanalysis has revealed some weaknesses [6, 7]. An ultra-
lightweight block cipher, called Piccolo [8], for RFID tags and sensor nodes
was proposed. However, its fault analysis [9, 10] has shown that the key
candidates can be reduced significantly based on a few correct and faulty
cipher texts.

TWINE was proposed [11] as a lightweight cipher for multiple platforms
and low-end microcontrollers. Some cryptanalytic attacks have been proposed
on it with slight improvements than brute force attacks [12]. PRESENT is
another general-purpose block cipher developed for low-powered consump-
tion and high chip efficiency [13, 14]. International Organization has also
adopted it for Standards, and International Electrotechnical Commission as a
standard algorithm. Some weaknesses have been discovered in LED as well
that enable attacks on it [15–17].

These are only a few efforts related to development of lightweight
cryptosystems. Their main applications have remained in the RFID and
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sensor network and not specifically toward SCADAsystems or cyber-physical
systems (CPS). In SCADA and CPS, additional hardening against reverse
engineering, cloning, and side-channel attacks may be required.

Quasigroup structures have been used for error correction and in the
construction of message authentication systems [17]. They have also been
applied to building encryption systems in the past [18–20]. For example,
stream ciphers built using quasigroups, and public key implementations were
investigated by Gligoroski and others [21–24]. Satti and Kak [25] looked at
multi-level stream cipher implementation with indices and nonces in order
to improve the strength of the resulting encryption. An all-or-nothing system
was implemented by Marnas et al. [26]. But they used quasigroup encryption
only to replace the exclusive-OR operation and the actual encryption was done
using other cryptosystems. The quasigroup encryption system is primarily a
substitution and permutation system—a type of cryptosystem used frequently
in the encryption of speech [27–30].

6.3 Overview of Quasigroup Encryption

Quasigroups can be represented in the form of a matrix and are similar to
Latin Squares. A quasigroup matrix contains elements from 0 to n − 1 such
that no element repeats in any row or column. In general, one can use any
elements instead of numbers.An inverse quasigroup matrix can be defined that
basically reverses the mapping of elements. Quasigroups have been used in
cryptography for a long period [20], and a simple exclusive-OR is an example
of a commonly used quasigroup. The XOR operation is used as a basis for
one-time pads, which is the only cryptosystem providing perfect secrecy. The
XOR table is based on a restrictive structure vij = ri + cj mod 2; indices ri

and cj start at zero. However, this structure can be generalized to any value
of modulus. Further, the structure allows for commutative operations, i.e.,
a ⊕ b = b ⊕ a. But in general, quasigroup operations are not necessarily
commutative and this provides greater security for shorter key lengths, which
is desirable for embedded systems. Higher order quasigroups that main the
commutative property are a generalization of XOR matrix and can be viewed
as vij = (ri + cj) mod n.

Conventionally, quasigroups have only been used to build stream ciphers
and the entire quasigroup is kept secret. A single-byte seed is used to initiate
the encryption process, and the cipher system processes a single byte at
a time. Although this method has high throughput, it is vulnerable to a
known-plaintext attack.
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6.4 The Preliminary Block Cipher Design

The proposed quasigroup block cipher is designed based upon the ideas of
confusion and diffusion. In order to conform the current standardized practices,
we used a 256-bit key with a 128-bit block size. This design was proposed in
Battey [18, 19].

We divide the 256-bit encryption key into 32 one-byte seeds and use a
256 × 256 quasigroup. Each of the rounds of encryption uses one seed as
follows:

1. Generate a random 256-bit encryption key and divide it into 32 one-byte
(8 bit) seeds. Each seed will be used once per round of encryption.

2. Divide the source data into 128 bit (16-byte) blocks.
3. For each block, do the following:

a. For each 8-bit seed byte in the key, do the following:

i. Using the current block as a stream of 16- and 8-bit integers,
apply the current 8-bit key as the quasigroup cipher seed and
encrypt the block.

ii. Rotate the currently encrypted 128-bit block left by 1, 3, 5, or 7
bits depending on the index of the current seed byte modulo 4.

We divide the plaintext into 128-bit long blocks and in each round, every block
is subdivided into 16 one-byte sub-blocks. After every round of encryption, a
left rotation is applied and all the bits in the sub-blocks are taken together.

6.5 Overview of Software Implementation

Our algorithm was first implemented in C# and compared against a popular
implementation of AES. For generating the quasigroup table, first a N × N
array was constructed such that row zero contained elements 0 to n in order,
row one contained elements left shifted by one, so it started with 1 and ended
in 0, and so on. The rows and columns were then shuffled using Knuth/Fisher-
Yates shuffling to randomly rearrange the rows of the quasigroup.

NIST provides the Statistical Test Suite (STS) [31] and we use this suite
to evaluate our quasigroup algorithm. Each individual test in the NIST-STS
suite provides a P-value that represents the probability that a perfect random
number generator would produce a sequence less random than the result at
hand. While a plaintext will fail any test in the suite, the quasigroup scheme
must pass all the tests in the suite. The tests built into the suite use varying
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Table 6.1 Successes per 1,000 encryption tests
AES QGBC

Test 0 × 00 E 0 × FF Beowulf 0 × 00 E 0 × FF Beowulf
AE 988 989 986 985 986 995 988 992
BF 992 990 994 991 991 991 986 991
CSF 990 993 990 994 988 992 996 992
CSR 994 989 991 994 986 994 994 994
FFT 990 988 989 986 984 981 990 980
FREQ 992 992 989 994 991 992 996 992
LR 991 987 991 989 990 988 987 991
Rank 989 989 996 989 994 995 982 995
Runs 994 988 993 991 987 993 989 993
Serial 1 990 992 995 995 991 990 989 994
Serial 2 986 993 990 987 984 993 991 988

block lengths. The data that was passed through the encryption algorithm
included clear text made of all zeros, all ones, text containing all letter Es and
text from project Gutenberg imprint of Beowulf. One thousand encryptions
under different keys were run. The STS documentation suggests a confidence
interval of 0.9805607, based on our data and parameters, translating to
requirement to pass 980 out of 1,000 tests. Table 6.1 shows the results.

6.6 Overview of Three FPGA Implementations

Next, we wanted to take the quasigroup scheme and implement it in low-
cost hardware for the world of embedded systems. Field Programmable Gate
Arrays (FPGAs) are components that can be programmed for a specific purpose
by the circuit designer, as opposed to collection of Common Logic Blocks
(CLBs) connected by typically a grid of wires [32, 33]. Although ICs are
faster than FPGAs, they are also more expensive, and for added security an
FPGA can be fingerprinted so that it is specific to a certain customer [34].
Further from security perspective, FPGAs can be designed to make reverse
engineering difficult. Wollinger provides a good overview [35] of the reverse
engineering process and newer information is available in Huffmire [36]. As
a result, FPGAs make a good candidate for encryption.

To investigate whether our quasigroup-based encryption will save costs
in an embedded environment, we implemented three different algorithms in
FPGAs. First was a translation of the C# software into the Verilog hardware
description language. Next we tested an open-source Verilog realization of
AES for comparison but found that the open-source AES implementation
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requires significant hardware components due to the large number of I/O pins
required. Their design is very fast, but it requires the complete clear text to
be available, in parallel, simultaneously; thus, a component with a very large
“pin count” is required. To aid in comparison then, a third implementation is
the quasigroup front-end to load the data with a minimal pin count, but with
parallel AES algorithm inside the FPGA. Each of these designs is detailed
below.

6.6.1 The Quasigroup Implementation

The first design is a FPGA implementation of the basic quasigroup algorithm
with goal of keeping the cost of the design down at the expense of speed. The
cost impact for FPGAs is primarily twofold: interconnection count and logic
complexity. Here the interconnection or “pin” count dominates. As a result,
efforts were made to minimize interconnections to the components. Externally,
the design has a 16-bit address bus, two 8-bit data busses, and a 3-bit chip
select logic, and clock and reset connections. Because the encryption algorithm
requires a 256 × 256 size quasigroup table, an external 64K byte-addressable
read-only memory was assumed; this accounts for the 16-bit address bus in the
design. Upon reset, it initially reads in the initialization vector (IV) for CBC,
the encryption key and then successive 16-byte blocks of data. While the
encrypted data is read out on one 8-bit bus, the next clear text is written to the
components on the other 8-bit path. Since the quasigroup algorithm is serial in
nature, encryption takes 560 clock cycles. This is directly in correspondence
with the translation of the C# implementation.

6.6.2 Comparison Design—Parallel AES

The second design we implemented was an open-sourceAES implementation.
The code was obtained from “opencores.org”. This design is a fully parallel
AES implementation, reading 128-bit cleartext in as 128-bit ciphertext is
coming out. Additionally, the key is given to the chip as well, resulting in
three very wide I/O busses into and out of the device; we anticipate that this
design will be fast but costly. Because the AES is preformed as one large
computational block, the cleartext is encrypted in just 21 clock cycles. The
design is pipelined so that successive blocks of clear text can be presented
to the design as previous results exit the chip; after the first block is entered,
each successive block can be sent into the design on each clock cycle. But
one drawback of this design is that the potential for CBC is limited since the
results of the previous encryption block cannot be exclusive-OR’d with the
next block without incurring the penalty of waiting 21 cycles.
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6.6.3 Hybrid Front-End/AES Design

These two designs, the quasigroup design with low pin count and the fully
parallel AES implementation, are at opposite extremes. To make a fair
comparison to AES, we designed a third FPGA with features from each of the
two designs. We wish to use the AES encryption logic from the open-source
design with an external interface similar to the first design. This will allow us to
compare an AES design while eliminating the very costly element of the AES,
the pin count. In this hybrid FPGA, theAES key, initialization vector for CBC,
and the clear text are presented to the chip serially, one byte at a time, using
a combination of addresses and chip select lines from the component. From
the external standpoint, the interface to the encryption FPGA is thus the same,
with one minor exception: Since the AES key is 16 bytes instead of 32, the
initialization is slightly faster. But this cost is one-time and thus is not important
for determining the throughput of the device. Once the entire clear text is into
the chip, the design waits the requisite clock cycles, and as in the quasigroup
design clocks out the cipher text while clocking in the next clear text.

6.7 Experimental Results

We desired to determine the power requirements as well as the approximate
costs associated with the three designs, in order to determine whether our
quasigroup design warrants additional research. Initially our plan was to
actually implement the design using evaluation boards—reference designs—
from FPGA vendors. However, the software simulations of the FPGAs have
such high fidelity that there was no need to test with actual hardware.

We utilized the Altera software package Quartus-II as well as the
Modelsim-Altera simulator to perform register transfer-level and then gate-
level simulations of the designs. The package is sufficiently sophisticated
that we can obtain exact timing requirements and determine maximum clock
speeds as well as power consumption. The Quartus-II software will also select
the specific component necessary to hold the design, based on the required
pin counts as well as the functionality necessary for the implementation. This
turns out to be a great feature as it directly allows us to compare actual costs
of the FPGAs. Although the quasigroup encryption is sufficiently small that
it could presumably sit in a very minimal FPGA, we decided to conduct an
apples-to-apples comparison and stick with same families of Altera FPGAs,
with the precise component selected by the software.

Specifically, we tested all three designs with an automatically selected
component from Altera’s Cyclone II product line, and then again with
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Cyclone III product line. In all cases, we placed no restrictions on the
automatic selection of the component, allowing the software to pick the
mapping to I/O pins, for example. In the case of the quasigroup design imple-
mentation, we assumed that the external ROM necessary for the encryption
table was not a factor in the speed calculations, since it will be internal
ROM eventually.

Table 6.2 describes the result—but with the external ROM omitted for the
quasigroup design. Specifically, the number of clocks required per 16-byte
block and the throughput in bytes per clock are presented first. Our thinking
is that this allows the reader to estimate what a faster frequency component
would gain in throughput, since the number of clocks for the encryption is
constant. Next, we have the actual clock period measured as per second based
upon this clock period.

Clearly based on the preceding table, a quasigroup encryption does not
look attractive from the perspective of throughput. However, SCADAsystems
typically do not require high throughput anyway. Our driving factors in areas
such as the “smart grid,” recall, are cost and power. In Table 6.3, the three
designs from these perspectives are compared. To estimate the costs, we
simply took the corresponding Altera component numbers and looked up the

Table 6.2 Performance comparison for designs
Clocks/ Clock

128-bit Block Period (ns) Frequency (MHz) Bytes/Sec
Quasigroup 560 26 38.5 1098901
in Cyclone II
Quasigroup 560 22 45.5 1298701
in Cyclone III
AES in Cyclone II 21 20 50 38095238
AES in Cyclone III 21 18 55.6 42328042
Hybrid in Cyclone II 37 34 29.4 12718601
Hybrid in Cyclone III 37 26 38.5 16632017

Table 6.3 Cost comparison for designs
Chip Selected Cost Power (mW)

Quasigroup in Cyclone II EP2C5T144C6 $19.20 23
Quasigroup in Cyclone III EP3C5F256C6 $26.80 59
AES in Cyclone II EP2C70F896C6 $384.00 239
AES in Cyclone III EP3C40F780C6 $166.50 141
Hybrid in Cyclone II EP2C70F672C6 $352.00 196
Hybrid in Cyclone III EP3C40F324C6 $122.00 107
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price on “digikey.com”, an electronic component sales site. Digikey is a fast
turnaround, any quantity vendor and as such, it is expensive. However, the
reader should examine the figures relative to each other.

Clearly implementing the fully parallel AES scheme has a significant
impact on the cost; the hybrid approach minimizes the pin count for the device,
but does not save enough to justify AES. It appears that the quasigroup design
will utilize less power than the AES implementation. It also appears that if
the data throughout is not a primary concern that the quasigroup encryption
algorithm has a lower cost.

6.8 Toward a Single-Chip Implementation

To this point, we have developed a block cipher based on quasigroups which
was implemented in a simulated Field Programmable Gate Array (FPGA)
and reported in [18]. However, the preliminary design used a “two-chip”
solution where the FPGA ran the encryption algorithm and an ancillary
read-only memory contained the quasigroup table. This is a direct result
of the encryption scheme operating on eight bits at a time and requiring a
256 × 256 size quasigroup—thus 64 Kbytes of memory. Another drawback
is that creating large random quasigroups is extremely difficult.

This section details our initial efforts to place the encryption tables in
the FPGA along with the encryption algorithm itself thus eliminating the
additional chip. While one can find an FPGA containing a large amount of
internal memory, these chips suffer from two drawbacks: First, the FPGAs with
large memory frequently have large number of input–output pins and increased
internal capacity, thereby increasing their cost, and second, the memory is not
contiguous. Therefore, if we wanted to place a quasigroup table along with
the encryption algorithm within the internal memory of a low-cost FPGA, we
aim to reduce the size of the quasigroup tables to the point where they can be
implemented with combinational logic within the FPGA.

This opens up many questions: What is the effect of smaller quasigroup
tables on the quality of encryption? Will, for example, more tables that are
24 × 24, working on the block four bits at a time, yield encryption that is on
par with the larger 28 × 28 method?

6.9 Algorithm Results for B = 2 to 8

In our previous work, we used a key size of 256 bits and a block size of
128 bits. Following suit with previous work, we executed similar tests: We
created three input files, each 50,000 bytes long. One was composed of all
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0 × 00, one of all 0 × ff, and a third file created by copying the first 50,000
bytes from /usr/shar/dict/words, the list of dictionary words on a typical Linux
distribution. These “zeros,” “ones,” and “English” files were then encrypted
1000 times with key and initialization vectors created from /dev/urandom. We
repeated this for slice of sizes 2 through 8, creating 21,000 files. The NIST–
STS suite was used to access the randomness of resulting cipher. If 980 files
of 1000 pass an individual test, then it considered a success by NIST. Our
results are shown in Table 6.4.

We see 33 tests for each slice size, made up of 11 NIST tests for each of
the three input files, for a total of 231 tests. We note that of these tests there are
three that are not considered a “pass” according to the NIST specifications.
These are all “Approximate Entropy” tests and we are investigating a possible
cause for these results. Note that two of the three involve bit slices that do not
evenly divide the key and block size.

6.10 Generating Quasigroups Fast

The proposed quasigroup encryption algorithm requires generating random
quasigroups. While starting out with a Vigenere square and then shuffling it
may be straightforward, creating a truly random quasigroup such that is chosen
from all possible quasigroups at random is not trivial. Since our emphasis is
on reducing the size of the tables, why dwell on constructing larger tables?
Because even for small values of B = 6, for instance, the table will be 64 ×
64 entries of [0, 63].

Battey [18, 19] proposed two quasigroup generating algorithms. How-
ever, both methods were focused on improving the speed of generation and
minimizing the storage requirement. As a practical idea, it only utilizes a
small number of possible quasigroups and hence is not ideal. Therefore, we
looked at various other methods to generate a random quasigroup that have no
restrictions. Of these, Jacobson is considered the best algorithm to generate
random quasigroups [37] and a Java implementation is readily available
[38]. Based upon these thoughts, we examined the methods for constructing
improved quasigroup tables.

Consider a N × N square matrix containing digits from [1, N ] and that
N = 9 as in a Sudoku puzzle. In Figure 6.1, the unmarked area “A” represents
any 9 × 9 square that contains only [1, 9], in any order, and with any number
of each element. There are NN2

such possible squares. This set is of little
interest to us. More attractive is the area “B,” where the square contains
only the proper quantity, nine, of each digit [1, 9]. For example, the square
can contain a total of nine zeros, nine ones, nine twos, and so on. This is
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Figure 6.1 Relationships between N × N squares containing 0 . . . N – 1.

essentially the number of ways a combination of different elements can be
chosen given by N2!

N !N !N ! . These have the correct number of digits but are not
necessarily Latin Squares. The area marked “C” represents Latin Squares; they
contain the proper quantity of each digit and satisfy the necessary row/column
uniqueness properties. Not all of the set “B” satisfies the requirements to be
a Latin Square but area “C” does, and there are 5.52 × 1027 Latin Squares
for N = 9 [39]. Since in this example we assumed N = 9, area “D” contains
valid solutions to Sudoku puzzles, about 6.67 × 1021 squares [40]. Finally, we
show the ring marked by “E” which splits “C” into two areas and which will be
explained next.

Suppose one starts with a valid Sudoku solution and then shuffles the rows
and columns. Because of this shuffling, the 3 × 3 block restriction on Sudoku
puzzles is eliminated and the resulting square is “pushed out” from “D” to
“C.” However, not all cubes in area “C” can be created in this way. There are
Latin Squares in “C” that cannot be created by shuffling a Sudoku puzzle and
thus the ring indicated by “E” splits this set into those that can and cannot be
created this way.

The crucial point is that creating quasigroups with a large value for N can
be problematic; merely starting with some valid and possibly trivial table,
followed by rearranging only rows and columns, does not reach the complete
set of quasigroups, and thus does not reach the entire key space for encryption.
For a full description on the number of Latin squares (and rectangles), see
McKay [41] and also Stones [42]. For a genetic algorithm approach for the
creation of quasigroups, see Snasel [43].

We next look at modifying the sizes of the quasigroup tables.
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6.11 Our Quasigroup Block Cipher Algorithm

The original quasigroup encryption algorithm is operated on the 128-bit block
and the 256-bit key in byte units, because it operates on bytes, B = 8, for this
algorithm. There are a number of changes necessary to the original algorithm
in order to support arbitrary “slices” of the data. For example, if B = 3, giving
quasigroup tables that are 23 × 23, it is necessary to have a block size of 129
so that the clear text block is evenly divisible by B. Similarly, for B = 5 the
blocks must be 130 bits. Here we have two choices: We can treat the plaintext as
bits, encrypting 129 at a time, for example, or we can input blocks of 128, add
random bits to the excess, and encrypt. Since we assume in the SCADAdomain
that the data being delivered to the encryption process will be handed over a
byte at a time, the second option makes more sense regardless of the fact that
we are encrypting in blocks and not a stream. So this method has the curious
feature that the encrypted data is slightly larger than the unencrypted data in
cases where B does not evenly divide 128—the space overhead is a result of
the extra padding. When the encrypted data is unencrypted, the excess bits
are discarded and the original data is recovered. Since the receiver (decryptor)
knows the block sizes being used and the size of quasigroup tables being used,
there is no need to include any flags indicating the start and end of padding.

The actual algorithm we have used for quasigroup encryption with a given
setting for N—the number of bits per slice—is shown in Figure 6.2. Here the
key, data block size, and Cipher Block Chaining (CBC) size are all rounded
up according to B. We assume that there are a number of smaller quasigroup

Figure 6.2 Quasigroup block encryption.
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tables, enough so that there are tables of size 2B × 2B for each slice of the
data in the plaintext block.

Note that the block is considered as a collection of (block size/B) slices,
for the encryption utilizing the quasigroup tables, but that the rotation step
rotates the entire block.

The time requirement for this algorithm when implemented in software is
heavily dependent on the number of bits per slice, because of the nested “for”
loops that are based on (1) the key size over B and (2) the block size over
B. With a small value for B, two for example, the encryption of a block will
take much longer than the original algorithm where B = 8; encryption with
this algorithm and iterating through the slices will operate more slowly in the
case where B is small.

When the authors first implemented the quasigroup encryption algorithm,
there was only one table, for N = 8, and the same table is used for each
byte in the plaintext. This necessitates that the hardware implementation,
with the external 256 × 256 quasigroup table, accesses the table iteratively.
Since the table was large, it was to be stored externally and this results in a
number of clock cycles spent encrypting each block of the data. However, a
motivation for exploring the encryption quality with smaller values of N is
to—if the encryption does not suffer—implement the algorithm in hardware
more efficiently.Aramification of smaller tables is to avoid the off-chip-timing
penalty as well as the additional cost of the ROM, but another benefit is that
the iteration can be avoided entirely to an extent. Specifically, the loop in the
algorithm is shown in Figure 6.2,

for x = 0 to block size/N
use quasigroup table x for this iteration
data = slice x from current block
seed = table[seed][data]
current block slice x = seed

can be unrolled in the hardware implementation to be:

seed0 = slice number i from the key
data0 = slice 0 from current block
seed1 = table0[seed0][data0]
current block slice 0 = seed1
data1 = slice 1 from current block
seed2 = table1[seed1][data1]
current block slice 1 = seed2
. . .
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which will eliminate the inner “for” loop and can be implemented as
combinational logic with lookup tables.

In our future work, we planned to explore this tradeoff. For small values of
N, two for example, the unrolling will cause data63 to be dependent on data62,
which in turn is back to data0. What is the point at which the more significant
loop unrolling causes unacceptable delays in the encryption of the block? Is
a middle value, say N = 4, a good tradeoff between the propagation delay
versus the table size? These questions are dependent on the mapping of the
hardware description language versus the particular component selected for
the implementation as well, since different FPGAs will have different numbers
of blocks, with different amounts of contiguous ROM.

Future work also involves linear and differential cryptanalysis on the newly
developed algorithm with smaller quasigroup sizes.

6.12 Cryptanalysis and Improvements in the Block Cipher

Apreliminary cryptanalysis of the quasigroup block cipher [44] was previously
proposed. We identified the odd-bit and identical-word problems with the
cipher and recommend configurations of QGBC to counter these. Following
this analysis, we proposed an improved variant of the QGBC, which doubles
the block size and quarters the total number of operations by per block.

Our goal was to develop a version of QGBC cryptosystem that not
only maintains the statistical and analytical profile of previous work, but
also reduces the number of clock cycles in implementations. Since a FPGA
allows for highly parallel calculations, we target our design toward them. We
demonstrate an algorithm that is highly efficient in FPGA implementations
and that can perform the QGBC encryption with CBC in only 19 clock cycles
(as compared to 21 clock cycles of AES that we discussed before) plus the
cycles to exchange each block with the data bus. Results of this cryptanalysis
can be found in Battey [44] along with the improved algorithm.

6.13 Overview of a General Linear Cryptanalytical Attack

The linear cryptanalytical attack is a known-plaintext attack where the crypt-
analyst knows how a set of random plaintexts relates to a corresponding set
of ciphertexts [45, 47]. The design of a linear cryptanalytical attack uses a
substitution permutation network (SPN) where the substitution box (S-box) is
a simple one-dimensional array structure. The input to the S-box is mapped to
the index of the array. Substitution values are found by taking a predetermined
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index value and looking up the element stored at this index value. The size of
the S-box array indicates the total number of elements that must be considered
when conducting a statistical analysis of the probability that any one bit is
active when entering and an intermediate round S-boxes [45]. Heys’ use of a
simple cipher with an SPN structure is based on the DES cipher [45].All values
are converted from their hexadecimal value to binary in order to determine
which bits are active during round S-box transformations. This attack requires
three main events which include creating a linear approximation table (LAT),
determining the linear probability bias of the entire cipher encryption, and
then determining which key bits are active during the second to last round of
the entire cipher.

In order to conduct an attack based on linear cryptanalysis, one has to
determine the linear expressions with the highest probabilities, or occurrences
[45]. A linear expression is defined as one in which the input and output bits of
an S-box exhibit equality. Heys uses the XOR operator to determine which S-
box input and output values are equal. The general form of a linear expression
is as follows:

Xi1 ⊕ Xi2 ⊕ · · · ⊕ Xiu ⊕ Y j1 ⊕ Y j2 ⊕ . . . Yjv = 0 (6.1)

where X i is the i-th bit position of the input to the S-box and Y j is the j-th bit
position of the output from the S-box, and Equation (6.1) represents a sum of
u input bits along with v output bits [45].

Determining the linear expressions of each S-box allows for the construc-
tion of the linear probability biases of each round. A linear probability bias
is the likelihood of a linear expression being true [45]. To extract key bits,
one has to find the linear approximation of the entire round based on the the
linear probability of each subround of the cipher’s S-boxes [45]. Let Pi be a
plaintext, U ij be the input to an intermediate j-th round S-box, and Vij be the
output of an intermediate j-th round S-box. In addition, let K ij be the key bits
of an intermediate round i. The linear probability of the cipher for all rounds
is defined as follows:

Uij = Pj ⊕ Kij (6.2)

Vij = Uij (6.3)

Matsui’s [46] pilingup lemma is typically used to find the number of
plaintext—ciphertext pairs needed for the attack. The final stage of the attack
then looks for active key bits based on the linear approximation of the entire
cipher from a previous step and counts how many times this is true.



194 Quasigroup-Based Encryption for Low-Powered Devices

One of the primary goals of this research model is to determine whether
linear cryptanalysis models based on one-dimensional SPN ciphers can
accommodate the quasigroup structure in order to determine key bits during
round transformations. In this research model, each round was chained to the
previous using the CBC mode method. The model of the linear cryptanalytical
attack also omitted the left-shift when considering the probability bias between
rounds. This was due to the fact that a shift to a bit position that was greater
than the order of N caused the resulting value to be beyond the scope of N,
and thus any value in the linear approximation table (LAT). For example, if
the order of the quasigroup was N = 16, a permutation shift that resulted in the
cipher output of 17 would exceed all the possibilities calculated in the LAT
over the sixteen possible values that the cipher substitution would allow.

6.14 The LAT Design

In keeping with Heys’ [45] definition of a linear approximation of an S-box
commonly found in substitution—permutation networks (SPN), the overall
structure of the quasigroup table build had to be considered. The relationship
between the inputs and outputs of the quasigroup substitution transformation
saw that every possible value in N, the order of the quasigroup, had to be
enumerated for each of the row and column values used to determine the output
of the quasigroup substitution. Several intermediate truth tables were used to
determine which bits in the binary representation of each row, column, and
table substitution values combined with every possible value in N allowed for
equality of bits as shown in Equation (6.1). The construction of an adequate
LAT is the foundation of the entire attack. The LAT is the primary means
by which the linear approximation of each quasigroup table row can be
enumerated and further analyzed.

Let N be the order of the quasigroup. Let ai represent the binary row value
bias, where i is the i-th bit position of the given row value. Each binary row
value bias was determined by taking the logical AND operator and combining
ai with every value in N. Let bj , where j is the j-th bit position of the given
column value, represents the binary column value bias. Each binary column
value bias was determined by taking the logical AND operator and combining
bj with every value in N. For the purpose of this chapter, one can liken this
AND operation for both ai and bj over N as a truth table “compression.” This
compression is a fairly quick way to take all the active, true bits in a binary
representation of a (row, column) value which is later used in calculating the
magnitude of each linear bias in N. Note that in Figures 6.3, 6.4, and 6.6, the
compression occurs with aXi, bYj , and cZk respectively.
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Figure 6.3 Compressing a = 1 over N = 6.

Figure 6.4 Compressing b = 1 over N = 6.

Figure 6.5 XOR A and B for N = 6.

Once XiYj is found, then the row–column lookup used to determine the
quasigroup “s-box” transformation, Ck, can be found. Each possible value in N
was taken against the current i-th row in the quasigroup table. It was believed
that in doing so, the construction of the quasigroup LAT would mirror the
LAT creation process as in Heys [45]. The quasigroup row column values are
known as Z and are different between the values of N depending on how the
quasigroup was constructed.

From this, ai and bj over N are compared for equality using the logical
XOR operator, and called XiYj (see Figures 6.3–6.5).

After all values of C have been compressed into ckXOR (see Figure 6.5)
with the possible quasigroup table values for the given i-th row, the XOR of
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Figure 6.6 Compressing c = 1 over N = 6.

aXi, bYj , and cZk, known as abcXOR, can be determined. Note that the bias
and likelihood values are computed by counting the total number of times
abcXOR equals zero. This sum is then divided by N to yield the bias for
that particular row–col–value quasigroup combination. The likelihood value
shown in Figure 6.7 is the bias – 1/2.

6.15 Pilingup Attempts for N = 16, 32, and 64

When computing the pilingup lemma on the 8 subrounds found within a two-
byte block, it was noted that the value of the pileup was exceedingly large
(greater than 1). Rather than treating each sub-block as its own separate bias
in the pileup, it was decided to instead focus on the subround key bit, U1
input bias for the very first round and the V8 output bias for the very last
round. Since U1 is the key for that round, one should only care about the key
value bias and the final output bias for the purpose of this research. The key
schedule included eight bits from 0 × 02 through 0 × 09 and was the same
for every round. Three rounds were used in this research model for each
of the N = 16, 32, and 64 ordered quasigroups. Figure 6.8 includes sample
data from the N = 16 ordered quasigroup linear probability analysis for
rounds 1 and 2.

To begin the pileup, let the input to the i-th round be equivalent to the
vi-1 round output as in Heys’ definition of the linear cryptanalytical attack.

Figure 6.7 Compression of a = 1, b = 1, c = 1 for N = 6.
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Figure 6.8 Results of the pilingup attempts for N = 16 using Equation (6.4).

For each round, let the following represent the round components included
during the pileup:

1. Ki represents the subround key value.
2. m1 = U1 represents the target input value as the first plaintext message

value.
3. C8 = V8 represents the output from the final subround.
4. Using Matsui’s [46] pilingup lemma, with pi being the probability of a

given S-box input value:

1/2 + 2n−1

(
n∏

i−1

)
(pi − 1/2) (6.4)

6.16 Analysis of the Attack on the Quasigroup

The use of a linear cryptanalytical attack on the quasigroup structure as defined
in this research model is not applicable; in order to determine the active key bits
associated with round S-boxes, the use of Matsui’s pilingup lemma is required.
Without the results of the pilingup lemma, one cannot proceed to determine
the total number of plaintext and ciphertext pairs necessary to begin the attack.
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The pilingup lemma is a useful tool that saves time for the cryptanalyst.
Without this tool, the work required increases substantially as the cryptanalyst
is left with insufficient statistical information of where in the cipher the active
key bits will occur.

Upon creating a LAT for each quasigroup order N = 16, N = 32, and
N = 64, it was found that the final pileup results for all three orders was 1/2.

6.17 The Issue of a Total Linear Bias of 1/2

Heys mentions that the attack is based on the premise that the rounds
are independent of each other. If the bias is 1/2, then the rounds may be
dependent on each other [45] and that would suggest that the quasigroup in
this model provides substantially random substitutions for even smaller sized
quasiqroups. Matsui [46] indicates that in order for a suitable probability bias
to be found in order to mount the attack, it must be the furthest distance
from 1/2. When considering the pileup from this research model, the linear
probability bias stays at 1/2, and the magnitude of the effectiveness of the
probability bias is zero. Heys also states that correct partial subkey is derived
from a linear approximation with a significantly different bias from 1/2. If one
were to proceed with trying to extract key bits using this model, incorrect key
bits will be guessed. This is because the input bits to the S-box of the second
to last round will be close to random if the piledup bias is close to 1/2 [45].

6.18 Attack Complexity

The goal of a pragmatic cryptanalytical attack is to do less work for more
information. The basis of linear cryptanalysis is to do just that: Find the
linear probability bias |p – 1/2|with the highest magnitude that can be used
to represent the cipher, which in turn allows for fewer plaintexts required for
the attack [45]. Heys [45] describes the total attack complexity to include the
number of plaintext and ciphertext pairs required for the attack. Therefore,
fewer plaintexts can reduce the space required to mount the attack [45]. While
Heys [45] and Matsui [46] provide examples that demonstrate a successful
attack on an SPN using linear cryptanalysis in less work than exhausting the
key space, using an adapted linear cryptanalytical attack on a nonstandard
substitution network does not yield any key bits since the total probability
bias is 1/2.

This research has found that the probability bias derived from the attack
model used against a lower-ordered quasigroup is statistically insignificant
and therefore trivial. No key bits can be extracted using the general tenants of
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linear cryptanalysis on an SPN-like structure. Therefore, the attack complexity
of this model can be considered on par with making random guesses as to
which key bits are active within each round of the quasigroup table-lookup
transformation.

6.19 Possible Changes that Could Be Made in the Design
of This Attack Model

This attack requires the use of a linear approximation table (LAT) that in
effect represents all the possible outcomes of a quasigroup substitution given
the order N. Much like a gambler counting cards at a blackjack table, the LAT
becomes the primary source for choosing how to proceed with the attack.
This research model assumes that in order for the linear cryptanalysis to work
properly, the S-box input values must be compressed against all possible values
of N. This model also sees that the LAT is constructed where each of the
possible row and column values in the order of the quasigroup N is compressed
using the t logical AND operator against each of the values in N. Instead, one
could simply compress the binary representation of each row and column first,
and then compress this value against each of the possible values in N.

Another point to consider when evaluating the efficacy of this research
model includes the use of a single, generic plaintext. It could be argued that
more can be done to test a slightly larger pool of plaintexts against an N
ordered quasigroup. Doing this may point to other plaintext transformations
that could generate nonzero linear probability biases once compared to the
LAT used in this research model. Ideally, this would not be required as the
LAT technically already defines all the possibilities of all values within N,
the order of the quasigroup.

6.20 Which Quasigroup Order Is Best?

Since only one probability of 1/2 needs to appear in the transformation within a
quasigroup subround on a block, it appears that for storage and computational
complexity, an N = 16 order quasigroup may be sufficient for applications that
require low power and memory. The limiting factor is still the total cost of
mounting the brute force attack on a quasigroup cipher key space. Figure 6.8
shows that the second round has a probability of 1/2 over the 5th byte. As long
as the round prior to the last round has a total bias of 1/2 (see Figure 6.9), it
can be assumed that the entire bias for the linear cryptanalytical attack is 1/2,
which is close to making a random guess at the likely key bit that will be in
the final round of the quasigroup substitution.
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Figure 6.9 Final pileup on N = 16.

An additional implication to explore in further quasigroup block cipher
research should evaluate the possibility of keeping the quasigroup table
secret. From a practical standpoint, this may not be possible if the source
code that constructs the quasigroup table is made public. An attacker could
theoretically use such source code to reconstruct all possible quasi tables. But
an attacker will probably look for other low-hanging fruit when mounting
an attack on a cipher of this type. From the results of a Matsui-like linear
cryptanalytical attack on a quasigroup structure, smaller-ordered quasigroups
may provide enough randomness in the actual round transformations that when
the cryptanalyst knows the quasigroup table structure, the attack could not be
mounted with a suitable pool of plaintext and ciphertext pairs.

6.21 Conclusions

Linear cryptanalysis is an effective method for enumerating all the possible
values in an S-box that are most likely to occur given a standard SPN design.
The complexity of mounting a linear cryptanalytical attack on DES-like SPN
networks can be less than a brute force attack on the keyspace itself. When
this attack method is adapted to suit a cipher that includes a nonstandard
substitution–permutation component, linear cryptanalysis may fail to yield key
bits. If no key bits can be deduced from the statistical analysis of the attack, then
it can be assumed that the cipher transformations are sufficiently random. More
research will need to be conducted to address other methods for constructing
the linear approximation table (LAT), which is the fundamental component of
a linear cryptanalytical attack. In the event that smaller quasigroups where
the order of N is constrained significantly by memory and power usage,
research should be conducted that can explore different LAT constucts. By
examining how random the smaller quasigroups may be should assist further
cryptanalysis and cipher development. A key area of cryptanalytical research
should seek to find an ordered quasigroup that is small in size and that has a
sufficiently complex key space.
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Abstract

Everything of our life is migrating into virtualization, and we are depending
on information technology. We are using information and program extensively
day by day. To access data globally and timely, we are storing data into
cloud storage space. Cloud service providers maintain authentication and
authorization mechanism, but there are no mechanisms for data security if
the users’ credentials are compromised. For ensuring data security, several
client-side encryption tools have been developed and widely used with their
own features and security schemes. Client-side encryption tools are becoming
popular in the field of cloud computing every day. It is very important for users
to know which tool is the best for encrypting and storing data in the cloud.
“Which one provides more security among those tools? Which one consumes
less time? In a single word, which one is the most effective?” These are the
open questions to the users, in present days. To find out the best tool, we have
analyzed the performance of the selected tools namely AxCrypt, nCrypted
Cloud, SafeBox, SpiderOak, and Viivo. For performance measuring, we have
calculated the upload time including both encryption and synchronization time
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for different sizes of data files for each tool. After analyzing and comparing
the performances, we have found SafeBox as the best client-side encryption
tool.

Keywords: Cloud computing, Cloud service providers, Client-side encryp-
tion tools, Encryption, Decryption, DropBox, OneDrive, Google Drive,
CloudMe.

7.1 Introduction

In the past, people would store information and run applications or programs
from software on a physical local computer or server; cloud computing allows
people to do the same kinds of activities through Internet. Cloud computing
increases efficiency, helps improve cash flow, and offers many more benefits
such as flexibility, disaster recovery, automatic software updates, capital–
expenditure free increased collaboration, work from anywhere, document
control, security, competitiveness, and environmentally friendly. Cloud is a set
of hardware, networks, applications, storages, and interfaces. Cloud service
providers are a kind of third-party organization such as DropBox, OneDrive,
Google Drive, and CloudMe, which provides online storage services [1–15].
Now people are using cloud computing mainly for storing information and
application services where application services are not available sufficiently.
Cloud service providers use username and password for a user authentication
and authorization. Many cloud service providers also provide a two-way
authentication option as optional for validating a legitimate user which ensures
more security. But CSPs do not provide any kind of service for data security. If
a user’s username and password as well as two-way authentication token are
compromised by the intruders such as hackers, then the information may be
stolen and could be used maliciously. As all the communications are occurred
in a real-time communication which means through Internet, users’credentials
could be compromised easily by the hackers [16–32].

For avoiding these kinds of security threats and for ensuring data security,
several new kind of tools are developed which are called client-side encryption
tools (CSETs) and widely used with their own features and security schemes
[33–44]. Client-side encryption tool is application software which encrypts
the files and data to be uploaded in the CSPs storage through the process
called encryption where the original data converted to a special form called
ciphertext. This ciphertext is not understandable to anyone without decrypting
through decryption. Decryption makes the opposite operation of encryption
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that means converts the ciphertext into original data. So, the client-side
encryption tools are mainly used for encrypting user files and uploading the
encrypted files in the cloud and also downloading the files from the cloud and
decrypting the encrypted files to the original files.

Now-a-days, various CSETs are available in market such as AxCrypt,
nCrypted Cloud, SafeBox, SpiderOak, Viivo, Boxcryptor, Ensafer, Cloud-
fogger, SharedSafe, and SafeMonk. For user convenience, it is important to
know which tool has the best efficiency. Which tool provides the best security
services? In a word, which tool should they use? In this chapter for finding the
best tool, we select five popular client-side encryption tools namely AxCrypt,
nCrypted Cloud, SafeBox, SpiderOak, and Viivo to analyze and compare
their performances based on uploading time including both encryption and
synchronization time for different sizes of data files. After analyzing and
comparing the performances, we have found SafeBox as the best client-side
encryption tool.

The remaining part of this chapter is structured as following. Section 7.2
discusses about cloud service providers. Section 7.3 presents the deployment
model of cloud service provider. Section 7.4 describes the methodology for
measuring performance of the tools. Section 7.5 derives the attributes of
existing tools. Section 7.6 compares the features of studied tools. Section 7.7
studies the characteristics of the tools. Section 7.8 discusses the strength and
security of the encryption algorithm and key generation mechanisms of the
studied tools. Section 7.9 measures and analyzes the performances of the tools
by calculating uploading time including both encryption and synchronization
time. A summary of the results is reported in Section 7.10. And finally in
Section 7.11, the decision of this research work is made and future works are
mentioned.

7.2 Cloud Service Providers (CSPs)

Cloud service provider is a third-party organization which offers some compo-
nents of cloud computing such as storage space or software services by using
private or public cloud network. Customers can access the storage space and
software that is available through the Internet. So, all these service providers
are known as cloud service providers.

Services in a cloud are mainly designed to provide easy, scalable access to
applications, resources, and services that are fully managed by a cloud service
provider. The required hardware and software for any kind of operation will
be provided by the service provider. There are various types of cloud services
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such as database processing, online data storage and backup solutions, hosted
office suites, and document collaboration services.

CSPs provides some features of cloud computing, and they are based
on services that include infrastructure as a service (IaaS) which includes
virtual servers, virtual storage, and virtual desktops, or computers; software
as a service (SaaS) which indicates delivery of simple to complex software
through the Internet; or platform as a service (PaaS) that is a combination of
IaaS and SaaS and delivered as a unified service [45–50].

Cloud provider is also known as a utility computing provider. IT infrastruc-
ture that is commercially distributed and sourced across several subscribers is
provided by cloud providers. In accordance with demand, cloud providers
deliver cloud solutions. Users access cloud resources with the help of
Internet. There are many types of cloud provider which includes public cloud
provider, private cloud provider, hybrid cloud provider, or community cloud
provider.

7.3 Deployment Model of Cloud Service Provider

Cloud service providers [51–54] are mainly classified based on the services
that are provided by the service providers to the users. In the following
section, we describe briefly the classification of cloud service providers with
examples:

Public Cloud Provider: Public cloud provider provides the service resources
over a network and is open for public use so that users can easily use the
resources [47]. Normally, public cloud service providers such as Amazon
AWS, Microsoft, and Google operate the infrastructure and users access them
through the Internet.

Private Cloud Provider: Private cloud provider is a type of cloud provider
which involves a distinct and secure cloud-based environment. In a private
cloud, only the authorized user can operate and it is managed by a third
party and hosted internally or externally. As self-run data are generally capital
intensive, they have much impact physical footprint, requiring allocations of
space, hardware, and environmental controls. These systems need to refresh
periodically for better services, and for this, additional capital expenditures are
required. High control system and privacy are imposed by a single organization
for accessing the cloud. Private cloud services are provided from Microsoft,
VMware, OpenStack, CloudStack, Platform9, etc. [55]. Their services are
compared in terms of management, compatibility, complexity, and security.
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Community Cloud Provider: Community cloud is a cloud service model that
provides a cloud computing solution to a limited number of individuals that
are managed by a third party and hosted internally or externally [47]. It shares
infrastructure between several organizations from a specific community with
common concerns such as security and compliance that may be related to
performance requirements such as hosting applications that require a quick
response time. So, community clouds are a hybrid form of private clouds and
they operate specifically for a targeted group.

Hybrid Cloud Provider: Hybrid cloud is a composition of two or more clouds
such as private, community, or public that remains unique entities but is bound
together and offers the benefits of multiple deployment models [47]. It has the
ability to connect the managed and dedicated services with cloud resources.

DropBox, OneDrive, and Google Drive are the most commonly used cloud
service providers.

DropBox: DropBox also known as the online backup service, and this is a per-
sonal cloud storage and file hosting service. It is frequently used for file sharing
and collaboration. Windows, Macintosh, and Linux are supported operating
system for it [56]. There are also applications for iPhone, iPad, Android, and
BlackBerry devices. Here, user data are protected with secure sockets layer
(SSL) and advanced encryption system (AES) 256-bit encryption.

OneDrive: OneDrive is a personal cloud storage and file hosting service
from Microsoft Corporation. It permits users to upload data and synchronize
them to cloud storage and then access them from a web browser or their
local devices [57]. It allows users to keep the data private, share them with
contacts as user’s wish, or make the data public. If user wants to share
the data publicly, he never requires a Microsoft account to access. It is
officially known as Microsoft OneDrive previously SkyDrive, Windows Live
SkyDrive, and Windows Live Folders. Windows and MAC operating systems
and mobile devices such as smartphones and tablets, includingWindows phone
7 and 8 devices and Apple iOS powered iPhones and iPads, are supported
by it.

Google Drive: Google Drive is personal and premium cloud storage service
from Google that helps users to store and synchronize digital content and
information. Computers, laptops, and some mobile devices such as Android,
Apple iOS-powered iPhones, and iPads use this service to store information
in the cloud [58]. The operating system Windows, MAC, Android, and iOS
are supported by it.
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7.4 Methodology

The problem to be solved can be stated in short as follows: Now-a-days, we
have different client-side encryption tools with different features (encryption
technique, cross platform, file sharing, etc.). It is necessary to find out the
best client-side encryption tool among the existing tools in terms of user
requirements. The best client-side encryption tool could be found in different
ways as their encryption speed, uploading speed, key length, and file sharing
technique differ from one another. In this chapter, we measured the efficiency
of different tools for encrypting and uploading the data files in the cloud to
find out the best client-side encryption tool.

Here, we compared the performances (uploading time = encryption time +
synchronization time) of six popular client-side encryption tools which are
available in the market namely AxCrypt, Wuala, nCrypted Cloud, SafeBox,
SpiderOak, and Viivo. We select these six tools based on their popularity
and user-friendly functionalities. Here, encryption time is the time taken by
a tool for encrypting a file completely, where file is an object that stores
information and data in a computer system. After putting the enCrypted Cloud
file in the cloud service provider’s folder in our system, it takes some time for
synchronizing with the cloud server. This time is known as synchronization
time. We took various sizes of file (256 KB, 512 KB, 1 MB, 3 MB, and
5 MB), encrypted them with these tools, and stored them in a cloud service
provider like DropBox. The total uploading time including both encryption
and synchronization time for an individual tool was measured by a program
written in C language. Encryption starting and synchronization ending time are
updated from the system time. And finally, total uploading time is calculated
by the difference of synchronization ending and encryption starting time. In
Figure 7.1, the role of client-side encryption tools has been shown.

7.5 Deriving the Attributes of Existing Tools

7.5.1 AxCrypt

In modern days, file encryption, decryption, compression, storing, and sharing
are necessary. Encryption is used to protect data from being seen by others.
But it cannot protect data from being lost. This can be overcome by keeping
the backup of the necessary and required files.

For windows-based operating system, one of the top file encryption
softwares is AxCrypt [59–61]. It is integrated to Windows Explorer. AxCrypt
works as a complement to DropBox, Google Drive, OneDrive, Live Mesh,
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Figure 7.1 Role of client-side encryption tool in cloud computing.

and Box.net which is free for using and works in standard desktop mode. It
uses strong open-source file encryption for different windows-based OS which
is easy.

On November 19, 2001, the first version of AxCrypt was released for the
general public which was a pre-released beta. Now, there are different setup
packages for 32-bit and 64-bit environment where the cryptographic standards
are AES-128 and SHA-1.

For encryption, AxCrypt easily and safely sends file to others using e-mail
or any other means. It operates with an in-memory cache of used passphrases.
The cache is cleared every time when the computer is restarted or new user is
logged on which it is more comfortable to use and saves us from re-entering
the passphrase every time. If we do not want to use passphrase every time, we
can use stronger one which is more secured. The crypto logical primitives are
AES with 128-bit keys for encryption and SHA-1 for hashes.

AxCrypt algorithms are deemed secure by both the US Government and
the Internet. In AES Key Wrap, key wrapping is done by using the NIST
specification. The key-encrypting key is the key derived from the passphrase
for SHA-1. We use NIST AES Key Wrap Algorithm to wrap out the key.
Key wrapping is done with at least 10,000 iterations which increase the work
effort with approximately 13 bits. The actual iteration count is determined
dynamically, adding 16–18 bits of effective key length. The key file is linked
together with the provided passphrase. Before using key file as an encryption
key, it also hashed with the passphrase.
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During data encryption,AxCrypt uses theAES algorithm with 128-bit keys
in cipher block chaining mode with a “random” IV. For integrity verification,
it uses hash message authentication code using SHA-1 (HMAC-SHA-1–128)
with 128-bit output and key. The pseudorandom number generator (PRNG)
is integrated with SHA-1 as the hash algorithm. The PRNG seed is a constant
accumulating value. Entropy collection for PRNG seed is performed through
a variety of techniques. One hundred and eight bytes of the entropy pool are
also saved persistently in the registry.

The data in the file may consist of many header sections. The header
sections may contain information about the file name, file size, and file
modification times as well as version information, integrity checksum, etc.
These are kept enCrypted Cloud under a separate derived key.

AxCrypt has some features for recovery of damaged files, but there are
some limitations. We must also be careful and start by marking the original
(damaged) file as read only and then make a copy of it—and always only work
on the copy!

There are some limitations and factors to be aware of also.
The way AxCrypt encrypts means that in the best of case, a one-bit error

will cause 32 bytes (256 bits) of damage.
AxCrypt includes optional automatic compression, which is invoked if it is

deemed worthwhile by the program, i.e., if the savings are enough to outweigh
the extra time. If the data were compressed before encryption and the file gets
damaged, we will probably lose at least 64 K of data. In earlier versions, we
may effectively not be able to recover any data because the decompression
will never get back in sync after an error. Later versions output sync blocks
every 64 K, at a slight expense decreased compression ratio.

Even if the attempt to decrypt the damaged file appears successful, there
may not be any recoverable data left, and it may also be the case that the
original program that created the file is incapable of working with damaged
files, and you thus effectively lose all anyway.

7.5.2 nCrypted Cloud

To protect all of our cloud-based files, nCrypted Cloud is used. It is a
key management and sharing system, designed for security and privacy in
cloud [62–64]. For securing our data, nCrypted Cloud uses Zip format and
additional software is used for doing this. User account and password are
used for authentication and authorization during the operation in that software.
nCrypted Cloud uses AES-256 to protect data in Zip container. The individual
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password is used to encrypt the files. The steps of nCrypted Cloud key recovery
are as follows:

1. This file password is enCrypted Cloud with user recovery key (URK).
2. ZIP file is enCrypted Cloud with unique password using AES-256 bit

algorithm.
3. Aunique password is derived for each file from a key value and additional

entropy using PBKDF2.

nCrypted Cloud uses different methods to share files. It uses unique symmetric
key for secure sharing of a folder. If we keep a file in the folder for sharing,
a password is required with the key to encrypt the data. The key is stored in
encrypted cloud server as well as local key store. If the folder is removed, then
the key is also removed from the local key store. nCrypted Cloud supports
world-class privacy to store data on cloud storage provider such as DropBox,
Google Drive, Sky Drive, Box accounts, and One Drive.

Restoring data: nCrypted Cloud never stores users’ private keys, but there
is a smart failsafe mechanism that uses another set of generated keys. Besides
the user personal key, the system will also create a public/private key set
dubbed user recovery key. This key is stored locally on the client’s computer,
but user can store an encrypted variant of it on nCrypted Cloud servers as well.
When user encrypt a file, its unique password gets enCrypted Cloud as well
by using the user recovery key. This value is then stored in the comment file
of the resulting zip archive. This allows users to recover an enCrypted Cloud
file if they still have the recovery key.

7.5.3 SafeBox

SafeBox is a tool that works for encrypting files [65]. It synchronizes data
files with reserving and sharing services of cloud service provider such
as DropBox, OneDrive, SugarSync, ZumoDrive, Carbonite, and F-Secure.
SafeBox is designed with less complexity and easy to use with cloud service
provider. Before user data go anywhere, SafeBox encrypts and secures it.
SafeBox provides end-to-end security so user data are completely secured. It
ensures the privacy of user data by encrypting and masking the names of data
files and folders.

SafeBox uses AES-256 (advanced encryption standard with a 256-bit key)
to secure user data [28], since the user is the only one who knows the key to
decrypt encrypted file and no one else can access the content. This includes
hosting staff and government agencies.
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SafeBox uses the following algorithms for the operation:

1. PBKDF2 for key strengthening. Iteration count 10,900 for AES engine
and 10,500 for HMAC signing.

2. AES-256 with CBC mode and PCKCS7-RFC5652 (CMS) padding.
3. HMAC-SHA-256 for file authentication.
4. Random unit depends on operating system for generating IV.

SafeBox works with Mac OS X, Windows XP, Windows Vista, and Windows 7.
It is compatible with both 32-bit and 64-bit operating system.

7.5.4 SpiderOak

SpiderOak simultaneously works as a client-side encryption tool and cloud
storage provider [66, 67]. Therefore, if users use SpiderOak as encryption
tool, they need not require additional cloud storage service to store data.
Besides storage, SpiderOak also provides sync among all connected devices.
It provides encryption backup, sync, storage space, and share option. Backup
and sync occurred automatically.

It can be used for local backup with 2-GB free storage, and additional
storage space can be rented monthly or annually. Auto-synchronization of the
backup file from any folder even from any external drive is possible. File
accessing from browser is possible, but uploading file from browser is not
possible. There is no file type and file size limitation. This tool allows folder
sharing publicly and privately. It supports the OS of Windows, Mac, Linux,
iPhone, iPad, Android, and Windows mobile. This tool is complex in use.

True Privacy with SpiderOak

To protect sensitive user data, SpiderOak uses correspondingly 256-bit AES
and 2048-bit RSA encryption algorithm for making the file and password
secured. SpiderOak encrypts data in local device before uploading it to the
server. In this system, the password is never transmitted to server in plain text
format, so the password is only accessible by the user alone. Analyzing user
password SpiderOak creates a key using derivation/strengthening algorithm
PBKDF2 (using sha256) which has a minimum of 16384 rounds and 32 bytes
of random data (“salt”). By this method, all brute force and pre-computation
or database attacks against the key can be defeated. Afterwards, the password
key is used to encrypt/decrypt a set of robust encryption keys which are used
to encrypt/decrypt main data. Using PBKDF2 and the salt, the user create the
outer level encryption key from the known password, then deciphering the
outer level keys, user machine decrypt the main data.
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Significant Advantages:

• “Zero-Knowledge” Privacy Policy: During encryption process, Spi-
derOak applies a “zero-knowledge” privacy policy which means only
the user will have the accessibility to the stored files by knowing
the password. On the other hand, SpiderOak server cannot reset any
password, because they have no information about password. So the
user has to be quiet responsible for saving his password.

• Auto-synchronization: Easy and secure auto-synchronization of files
through multiple computers and devices on multiple platforms (Win-
dows, Mac, Linux, and Android) occurs in SpiderOak.

• Easy Sharing: With the sharing option, SpiderOak allows sharing files
with family and friends by creating ShareRooms which facilitates auto-
updating during changes occur.

• Access File from Anywhere: Users can easily access and download their
files from server though SpiderOak’s excellent Web interface and “View”
tab of SpiderOak software by simply logging in with the username and
password.

• Utilization of Storage: For saving storage space and reducing storage
costs, SpiderOak uses rigorous and sophisticated compression method
and data redundancy prevention system.

• Infinite Version Recovery: SpiderOak always saves every editing
version history. So user can restore files at any point in time.

• File Recovery: SpiderOak follows Recycle Bin system which assists
user to recover his deleted or accidentally damaged files.

• Single Account can Access Multiple Drives: SpiderOak application on
various computers/external drives can be used by a single SpiderOak
account.

• Multi-directory Support: With SpiderOak, user can synchronize many
different local directories as user wants.

Limitations:

• Scheduled backup is not still confirmed.
• There is no easy drag and drop restores option via Explorer drive icons.
• There is no system for making default configuration of important files.

7.5.5 Viivo

Viivo is a client-side encryption tool used in Windows, Mac, iOS, andAndroid
operating system [68–70]. It is most widely used by accountants, attorneys,
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and Govt. & Health Cares. Viivo uses a multi-level hybrid cryptography
approach when securing files.

Some key features of Viivo:

• Security for the Cloud: Files are secured at the source with strong
encryption and authentication, protecting data from hackers, breaches,
and user error.

• Visibility into Cloud Usage: The Viivo for business administrative
console provides cloud usage reports, audits, and monitoring for cloud
connections to business systems.

• Sync and Share in Major Public Clouds: Viivo for business automati-
cally syncs and shares with public cloud services such as DropBox, Box,
OneDrive, and Drive.

• Reduce Storage Space and Costs: Data compression of up to 95%
happens before files are shared in the cloud, resulting in efficient storage
and cost savings.

• Direct Customer Support: Viivo for business comes with full-time
online and phone support.

• Access from any Operating System: Secure access to documents on
Mac, Windows, iOS, and Android.

Viivo for business was created by PKWARE, the inventor of the ZIP file
standard and innovator of data security and performance software products
for nearly three decades. It is the commercial-grade version of Viivo that is
already in use for securely storing and sharing files in the public cloud.

Viivo security uses industry standards such as RSA-2048 and AES-256 to
lock down data regardless of hackers, data snoopers, or any other unauthorized
user [32]. At the base level, Viivo creates a 2048 RSA key pair to safely
exchange keys between collaborators and devices. User-given password is
considered as RSA private key and strengthened using PBKDF2 HMAC
SHA-256. All files in client side to be uploaded are enCrypted Cloud using
symmetric AES-256 before they leave the physical device.

The PBKDF2 key derivation function has five input parameters:

DK = PBKDF2 (PRF, Password, Salt, c, dkLen)

where

• PRF is a pseudorandom function of two parameters with output length
hLen (e.g., a keyed HMAC).
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• Password is the master password from which a derived key is generated.
• Salt is a cryptographic salt.
• c is the number of iterations desired.
• dkLen is the desired length of the derived key.
• DK is the generated derived key.

7.6 Comparison of the Studied Tools

After analyzing the studied tools, we have found some similarities (encryp-
tion, decryption, sharing, etc.) and dissimilarities which are represented in
Table 7.1. We can see that almost all the tools use AES and RSA algorithms
for encryption and key generation. But Viivo uses in addition PKWARE
and ZIP file standards. All the tools except SafeBox have authentication
feature. Without this authentication, no encryption or decryption is possible
in that tool. Almost all the tools support DropBox as CSP, and some of
them support other CSPs such as Google Drive and OneDrive. All the tools
support Windows OS, and some of them support MAC, iOS, Android, etc.
In case of sharing, AxCrypt and Ensafer support all kinds of sharing (both
file and folder). SafeBox supports folder sharing only. Ensafer and SafeMonk
support offline encryption and decryption and once it is authenticated for
the first time in a device. SafeBox performs offline encryption to a linked
safe, and SafeBox can be accessed over Internet by using safe key from
the recipient end. Among these tools, SafeBox only can create safe key
in offline. AxCrypt supports encryption and decryption even though the
device is currently offline after a successful logged in and until the system
shutdown.

7.7 Characteristics of the Studied Tools

The important characteristics of the studied client-side encryption tools are
highlighted in the following:

Advantages of AxCrypt:

1. AxCrypt integrates seamlessly with windows to compress, encrypt,
decrypt, store, send, and work with individual files.

2. AxCrypt is free and open-source software; user can redistribute it and
modify it under the terms of the GNU General Public License as published
by the Free Software Foundation.
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Disadvantages of AxCrypt:

1. During the encryption, a single-bit error will cause 32 bytes (256 bits) of
damage.

2. AxCrypt includes optional automatic compression which is invoked if it
is deemed worthwhile by the program.

Advantages of nCrypted Cloud:

1. It provides enterprise strength security capabilities to enable businesses
to securely share files and collaborate over the Internet using managed
or unmanaged devices.

2. Maintaining enterprise security, privacy, and compliances, i.e., auditable
and regulatory compliant infrastructure; ease of deployment, administra-
tion, and maintenance.

3. Empowers consumers while maintaining corporate governance, over-
sight, and compliance. Minimal-to-no footprint to existing IT infra-
structure.

4. Eliminates concerns and risks of personal and enterprise data.

Disadvantages of nCrypted Cloud:

1. It has never been easier to store and share data on the Internet with the
help of this tool.

2. It does not give enough security about information.
3. It has no application on mobile yet.

Advantages of SafeBox:

1. SafeBox provides a quality service to customers for the growing demand
of safety boxes for the protection of business and personal information.

2. SafeBox adds military-grade security by encrypting user data before it
leaves user computer so only user can decrypt it.

Disadvantages of SafeBox:

1. SafeBox provides only desktop service.
2. It does not provide offline data file encryption.

Advantages of SpiderOak:

1. During encryption process, SpiderOak applies a “zero-knowledge” pri-
vacy policy which means only the user will have the accessibility to the
stored files by knowing the password.

2. Besides its really strong “zero-knowledge” security features, SpiderOak
is very versatile: It can sync not only our desktop or mobile device but
your external drive or network volume as well.
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3. SpiderOak offers a lot of information backups, uploads, and syncs.
4. SpiderOak has a well-publicized “no password storage” policy which

ensures that users data even filenames are inaccessible to the company.
5. Protect files with encryption from hackers, competitors, and cloud service

provider.
6. Easy and secure auto-synchronization of files through multiple computers

and devices on multiple platforms (Windows, Mac, Linux, and Android)
occurs in SpiderOak.

7. For saving storage space and reducing storage costs, SpiderOak uses
rigorous and sophisticated compression method and data redundancy
prevention system.

8. SpiderOak always saves every editing version history. So user can restore
files at any point and at any time.

9. SpiderOak application on various computers/external drives can be used
by a single SpiderOak account.

Disadvantages of SpiderOak:

1. Control over the data files that user shares offline or online is limited.
2. User activity history is not available.
3. EnCrypted Cloud file sharing is not available, only zero-knowledge file

sends.
4. SpiderOak server cannot reset any password, because they have no

information about password. So the user has to be quiet responsible for
saving his password.

5. Scheduled backup is not still confirmed.
6. File-level digital rights management is not available. Policy-based access

limitations are there also, any folder Sync system is limited.
7. BlackBerry and Windows Phone system is not available.

Advantages of Viivo:

1. Viivo secures documents before they are synchronized with cloud service
provider.

2. Viivo security uses industry standards such as RSA-2048 and AES-256.
3. It uses a multi-level hybrid crypto approach when securing all files;

whether they are personal or shared, it does not have to be re-enCrypted
Cloud.

4. Viivo creates a 2048 RSA key pair to safely exchange keys between
collaborators and devices.

5. It has very clear and easy user interface.
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6. Viivo supports passphrase recovery through a secure process that uses
data on the server with data on Viivo-enabled device.

7. Viivo has no size limit. It will encrypt any size of file. DropBox (CSPs)
may not be able to upload it, but it will be enCrypted Cloud and placed
into the local DropBox (CSPs) folder.

Disadvantages of Viivo:

1. It is not completely free.
2. It cannot be used in BlackBerry or Linux-type OS.

7.8 Security of Encryption and Key Generation
Mechanisms of the Studied Tools

Viivo, SpiderOak, and SafeBox useAES-256 algorithm for file encryption with
PBKDF2 [71–74] as key derivation function. PBKDF2 stands for password-
based key derivation function 2 and replaces an earlier standard, PBKDF1.
This approach prevents brute force and pre-computation or database attacks
against the key. In client-side encryption tool, key generation is very important.
Security of the encrypted file depends on the key. Key should be generated
randomly. If a client uses long key that is generated with less randomness,
then they cannot ensure security of the data properly. PBKDF2 applies a
pseudorandom function, such as a cryptographic hash, cipher, or HMAC,
to the input password or passphrase along with a salt value and repeats the
process many times to produce a derived key, which can then be used as a
cryptographic key in subsequent operations. The added computational work
makes password cracking much more difficult and is known as key stretching.
When the standard was written in 2,000, the recommended minimum number
of iterations was 1,000, but the parameter is intended to be increased over
time as CPU speeds increase. As of 2005, a Kerberos standard recommended
4096 iterations, Apple iOS 3 used 2,000, iOS 4 used 10,000, while in 2011,
LastPass used 5,000 iterations for JavaScript clients and 1,00,000 iterations
for server-side hashing. Having a salt added to the password reduces the
ability to use pre-computed hashes (rainbow tables) for attacks and means that
multiple passwords have to be tested individually, not all at once. The standard
recommends a salt length of at least 64 bits. One weakness of PBKDF2 is that
while its number of iterations can be adjusted to make it take an arbitrarily
large amount of computing time, it can be implemented with a small circuit
and very little RAM, which makes brute force attacks using ASICs or GPUs
relatively cheap.
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AxCrypt uses the advanced encryption standard with 128-bit keys in
cipher block chaining mode with a “random” IV for the data encryption. For
integrity verification, AxCrypt uses HMAC-SHA-1–128, i.e., hash message
authentication code using SHA-1 with 128-bit output and key. Key wrapping
of the passphrase is done using the NIST specification for AES Key Wrap. The
key derived from the passphrase with SHA-1 is only used as a key-encrypting
key. As a brute force counter measure, key wrapping is done with at least
10,000 iterations, increasing the work effort with approximately 13 bits. The
actual iteration count is determined dynamically, a typical value is 1,00,000
to 2,00,000, adding 16–18 bits of effective key length. When a key file is
used, this is concatenated with the provided passphrase, and hashed together
with it, before using it as a key-encrypting key as above. The pseudorandom
number generator (PRNG) is described in FIPS 186-2, with SHA-1 as the hash
algorithm. The Federal Information Processing Standard (FIPS) [75–76] is an
U.S. government computer security standard used to accredit cryptographic
modules. FIPS defines four levels of security, simply named “Level 1” to
“Level 4.” It does not specify in detail what level of security is required by
any particular application.

Researchers have found a weakness in the AES algorithm [77–83]. They
managed to come up with a clever new attack that can recover the secret key
four times easier than anticipated by experts. The attack is a result of a long-
term cryptanalysis project carried out by Andrey Bogdanov (KU Leuven,
visiting Microsoft Research at the time of obtaining the results), Dmitry
Khovratovich (Microsoft Research), and Christian Rechberger (ENS Paris,
visiting Microsoft Research). In the last decade, many researchers have tested
the security of the AES algorithm, but no flaws were found so far. In 2009,
some weaknesses were identified when AES was used to encrypt data under
four keys that are related in a way controlled by an attacker; while this attack
was interesting from a mathematical point of view, the attack is not relevant in
any application scenario. The new attack applies to all versions of AES even
if it used with a single key. The attack shows that finding the key of AES is
four times easier than previously believed; in other words, AES-128 is more
like AES-126. Even with the new attack, the effort to recover a key is still
huge: The number of steps to find the key for AES-128 is an 8 followed by
37 zeroes. To put this into perspective: On a trillion machines, that each could
test a billion keys per second, it would take more than two billion years to
recover an AES-128 key. Note that large corporations are believed to have
millions of machines, and current machines can only test 10 million keys per
second.
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Because of these huge complexities, the attack has no practical implica-
tions on the security of user data; however, it is the first significant flaw that
has been found in the widely used AES algorithm and was confirmed by the
designers. The attack has been confirmed by the creators of AES, Dr Joan
Daemen, and Professor Dr Vincent Rijmen, who also applauded it.

7.9 Performance Measurement and Analysis

In the previous section, the selected client-side encryption tools namely
AxCrypt, nCrypted Cloud, SafeBox, SpiderOak, and Viivo and their char-
acteristics are explained. In this section, we will measure the performances of
these tools.

7.9.1 System Setup

In this section, the application tools which are necessary for finding the best
client-side encryption tool will be examined. Further, the testing environment
is described.

7.9.1.1 Application tools
In this section, the application tools used for the analysis are listed below:

1. AxCrypt,
2. nCrypted Cloud,
3. SafeBox,
4. SpiderOak, and
5. Viivo.

These are the client-side encryption tools which are installed in the testing
environment.

7.9.1.2 Cloud service provider
DropBox is used as cloud service provider for storing the encrypted data.

7.9.1.3 Testing environment
The specifications of the computer used are as follows:

1. Operating System—Windows 7.
2. Processor—Intel(R) Core(TM) i7-2630QM CPU @ 3.10 GHz.
3. RAM—6 GB (DDR-3).
4. Clock—Core Speed 3093.0 MHz, Bus Speed 99.8 MHz
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5. Main Board—Intel (Model—DH61WW).
6. Bandwidth—1 Mbps.

7.9.2 Analysis

In this section, the performance of each selected tool is described with
corresponding table and performance graph. At initial stage, we installed
every tool and by using these tools, different sizes of data were enCrypted
Cloud and uploaded. The total uploading time including both encryption
and synchronization time for an individual tool was measured by a program
written in C language. Encryption starting and synchronization ending time are
updated from the system time. And finally, total uploading time is calculated
by the difference of synchronization ending and encryption starting time.

We performed the operation for 100 times for each file size for every tool.
Then, we calculated the average uploading time for a specific file size. Finally,
we calculated the average upload time from average time for different sizes
of data files. Measured values are shown in the table for every client-side
encryption tool and the performance graph was obtained by plotting the value
of data size (KB) in the Y axis and the upload time (sec) in the X axis.

A. We took 256 KB, 512 KB, 1 MB, 3 MB, and 5 MB sizes of data for
encrypting and uploading them in DropBox (cloud service provider) with
the help of AxCrypt, and the measured values are shown in Table 7.2.
The average upload time of AxCrypt is 33.06 sec (from Table 7.2).

A graphical representation of the performance of AxCrypt is given in
Figure 7.2.

B. We took 256 KB, 512 KB, 1 MB, 3 MB, and 5 MB sizes of data for
encrypting and uploading them in DropBox (cloud service provider)

Table 7.2 The average upload time of AxCrypt

Tool Data Size

Average
Upload Time
(100 Times)

Average Data
Size

Average
Upload Time

Axcrypt 256 KB 05.47 sec 1996.8 KB 33.06 sec

512 KB 15.40 sec

1 MB 30.38 sec

3 MB 44.05 sec

5 MB 70.03 sec
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Figure 7.2 Graphical representation of the performance of AxCrypt.

Table 7.3 The average upload time of nCrypted Cloud

Tool Data Size

Average
Upload Time
(100 Times)

Average Data
Size

Average
Upload Time

nCrypted Cloud 256 KB 05.57 sec 1996.8 KB 34.06 sec

512 KB 15.41 sec

1 MB 30.23 sec

3 MB 44.02 sec

5 MB 70.10 sec

with the help of nCrypted Cloud, and the measured values are shown
in Table 7.3. The average upload time of nCrypted Cloud is 33.16 sec
(from Table 7.3).

A graphical representation of the performance of nCrypted Cloud is in
Figure 7.3.

C. Here, 256 KB, 512 KB, 1 MB, 3 MB, and 5 MB sizes of data are
taken by the SafeBox for encrypting and uploading data in DropBox and
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Figure 7.3 Graphical representation of the performance of nCrypted Cloud.

Table 7.4 The average upload time of SafeBox

Tool Data Size

Average
Upload Time
(100 Times)

Average Data
Size

Average
Upload Time

SafeBox 256 KB 06.14 sec 1996.8 KB 32.53 sec

512 KB 15.30 sec

1 MB 30.67 sec

3 MB 43.36 sec

5 MB 67.19 sec

measuring the average upload time. The average upload time of SafeBox
is 32.53 sec (from Table 7.4).

A graphical representation of the performance of SafeBox is in Figure 7.4.

D. Various sizes of data such as 256 KB, 512 KB, 1 MB, 3 MB, and 5 MB
are taken by the SpiderOak for measuring the average upload time after
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Figure 7.4 Graphical representation of the performance of SafeBox.

Table 7.5 The average upload time of SpiderOak

Tool Data Size

Average
Upload Time
(100 Times)

Average Data
Size

Average
Upload Time

SpiderOak 256 KB 06.52 sec 1996.8 KB 37.00 sec

512 KB 18.31 sec

1 MB 34.05 sec

3 MB 48.67 sec

5 MB 77.45 sec

encrypting and uploading data in DropBox. The average upload time of
SpiderOak is 37.0 sec (from Table 7.5).

A graphical representation of the performance of SpiderOak is in Figure 7.5.

E. Various sizes of data such as 256 KB, 512 KB, 1 MB, 3 MB, and
5 MB are taken by the Viivo for measuring the average upload time
after encrypting and uploading data in DropBox. The average upload
time of Viivo is 33.2 sec (from Table 7.6).
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Figure 7.5 Graphical representation of the performance of SpiderOak.

Table 7.6 The average upload time of Viivo

Tool Data Size

Average
Upload Time
(100 Times)

Average Data
Size

Average
Upload Time

Viivo 256 KB 04.39 sec 1996.8 KB 33.198 sec

512 KB 15.67 sec

1 MB 30.27 sec

3 MB 44.13 sec

5 MB 71.53 sec

A graphical representation of the performance of Viivo is in Figure 7.6.

7.10 Results and Discussion

From Tables 7.2–7.6, we get the average upload times of five different
client-side encryption tools. Using these reading, we can detect the best tool
among these tools by comparing the values (average upload time). We get
the graphical representation of the average uploads time of different tools for
comparison which is given in Figure 7.7 and Table 7.7.
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Figure 7.6 Graphical representation of the performance of Viivo.

Figure 7.7 Graphical representation of average upload times of different tools.
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Table 7.7 Average uploads time of the studied tools
Tools Average Data Size Average Upload Time

Axcrypt 1996.6 KB 33.06 sec

nCrypted Cloud 34.06 sec

SafeBox 32.53 sec

SpiderOak 37.00 sec

Viivo 33.19 sec

Now, if we compare the average upload times, we can say that SafeBox
has the minimum average upload time than the other tools. So, SafeBox is the
best client-side encryption tool among the tools considered in this chapter.

7.11 Conclusion and Future Work

In this chapter, we find the best client-side encryption tool among the studied
tools. We measure the performance based on the uploading time including
encryption and synchronization time. The performance of each tool was
calculated and compared with each other. After analyzing and comparing the
performances, we have found SafeBox as the best client-side encryption tool.

During this work, we have got some important issues such as some of
the client-side encryption tools simultaneously work as a client-side encryp-
tion tool and cloud storage provider. In this scenario, user do not have to
use additional client-side encryption tools or cloud storage provider. Cloud
service provider provides the services of storage as well as encryption and
synchronization. But other tools are not compatible with these types of cloud
service providers as well as client-side encryption tools. Most of the tools
manage the encryption algorithms and keys during the encryption of the data
files. User cannot select or change the encryption algorithms or keys. Some of
the tools work only in windows platform, and some work only for computer
not for mobile devices.

To overcome the problems that founded in our study, in future, we will
work to design architecture of a client-side encryption tool for heterogeneous
cloud providers where a single client-side encryption tool will be compatible
with most of the cloud service providers. Also, a user would manage the
encryption algorithms and keys for encryption of the data files with file name.
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8.1 Introduction

An implementation of a cryptographic algorithm on embedded devices often
produces physical leakages, such as power consumption [1], electromagnetic
radiation [2], or execution time [3]. Secret information can be derived by
analyzing these leakages using statistic tools (distinguishers). This type of
analysis is called side-channel analysis (SCA). Differential power analysis
(DPA) introduced by Kocher [1] is a typical representative of SCA. The core
idea is to compare key-dependent predictions of physical leakages with the
practical measurements, in order to identify the most likely hypothesis of (part
of) the cryptographic key within a set of candidates. In practice, it requires
to model the leakages based on sufficient knowledge about the particular
dependency between the processed data and the corresponding leakages in
order to make the predictions of physical leakages accurately. Meanwhile,
it requires to have a good distinguisher to efficiently reveal the keys. For
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example, DPA employs difference of means [1], while correlation power
analysis (CPA) employs Pearson’s correlation coefficient [4]. However, these
typical SCA may be inefficient without specific knowledge of, or assumptions
about, cryptographic device.

In order to deal with such cases, mutual information analysis (MIA), a
generic side-channel distinguisher, was proposed at CHES 2008 [5]. Requiring
no specific knowledge of the target device or the particular dependencies
between leakages and processed data, MIAis still sufficient. Even though MIA
is generic, previous works such as [6] and [7] showed that the performance of
MIA depends on the accuracy of the estimation methods for the probability
density function (PDF). In fact, the PDF estimation is wildly accepted to be
a difficult problem. Considering this, Veyrat-Charvillon gave an alternative
to MIA, Kolmogorov–Smirnov analysis (KSA) [6], while Liu gave partial
Kolmogorov–Smirnov analysis (PKS) [8]. KSA and PKS are similar to MIA
but do not require accurate density estimation, and they both use empirical
cumulative density function (CDF) instead to avoid PDF estimation. In
[9], Zhao et al. systematically construct nine new variants of Kolmogorov–
Smirnov (KS) test-based distinguishers by combining different construction
strategies in KSA and PKS. In the nine distinguishers, they found that the
multiple p-value and cumulative partition method-based KSA (MPC-KSA)
is the best one. Also, they submitted an attack based on MPC-KSA to DPA
Contest V2 [10], which is a global academic and technical contest to make
it possible for researchers to compare in an objective manner their different
attack algorithms.

According to the results published on the website of DPA Contest V2,
this attack based on MPC-KSA ran so slowly that the average time per trace
revealing one byte key was 600s, while other submitted attack took only a
few seconds. The slow implementation of MPC-KSA made it impractical.
In order to address this problem, we analyze the naive method and find out
that the amount of sorting and counting operations is the main reason for
the slow implementation. We observe that there is an essential relationship
between two leakage samples that one sample is always a subset of the other.
By this observation, we reduce the sorting times and use the sorting result to
accelerate the counting operations in the KS test for MPC-KSA. The recovery
of whole key of an AES-128 implementation with 15,000 traces provided by
DPA Contest V2 was significantly faster. It takes only 3.4 ms per trace by the
optimized method to reveal 16 key bytes, while it takes 85.5 ms per trace by
the naive method.
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8.2 Preliminaries

In this section, KS test will be recalled first. Then, how KSA and PKS tell the
correct key from wrong keys will be explained.

8.2.1 Kolmogorov–Smirnov Test

In statistics, the Kolmogorov–Smirnov test (KS test) is a nonparametric
test whose main target is to determine whether two distributions differ
significantly [11].

Assume X denotes a random variable containing n samples. Its empir-
ical cumulative distribution function (CDF) is Fn(x) = 1

n

∑n
i=1 Ixi�x, xi

donates a sample of X and if xi�x, then Ixi�x’s value is 1; otherwise,
it is 0.

For one random variable X whose CDFs are Fn(x) and a given CDF F(x)
of reference probability distribution M, Formula (8.1) is used to testing their
similarity.

DKS(X, M) = supx|Fn(x) − F (x)| (8.1)

The supx denotes the supermom of the set of distances. Specifically, the largest
distance between two distributions represents the similarity between them.
On the other hand, p-value can also be used to measure the similarity of two
distributions. The smaller the p-value is, the less similar they are.

For two random variables X and Y whose CDFs are FX,n(x) − FY,m(x),
Formula (8.2) is used to testing their similarity.

DKS(X, Y ) = supx|FX,n(x) − FY,m(x)| (8.2)

Here, an example of one-sample KS test is given.Assume {1, 2, 3, 4, 5} is a set
of sample selected from variableArandomly. Figure 8.1 shows the result of KS
test between A and standard normal distribution N (0,1). Red and blue lines
each correspond to A’s empirical distribution function and standard normal
cumulative distribution function, and the green arrow is the one-sample KS
statistic.

DKS(A,N (0,1)) = 0.8447. Obviously, A is difference from standard
normal distribution N (0,1) significantly.

Following is an example is blow to show how two-sample KS test works.
Assume that {1, 2, 3, 4, 5}, {1, 3, 5, 7, 9}, and {1, 2, 3, 3, 4, 4, 5, 5} are sets
of sample selected from variable A, variable B, and variable C, respectively,
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Figure 8.1 Illustration of the one-sample Kolmogorov–Smirnov statistic.

Figure 8.2 Illustration of the two-sample Kolmogorov–Smirnov statistic.

and all samples are randomly selected. The left part of Figure 8.2 shows the
result of KS test between A and B, while the right part shows that between
A and C.

DKS (A,B) = 0.4, DKS (A,C) = 0.15. So, C has a more similar distribution
with A than B.
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8.2.2 KSA Distinguisher

KSA distinguisher is based on two-sample KS test. KSA’s central idea is to
measure the maximum distance between the global leakage L’s distribution
and the conditional leakage L|H ’s distribution, and then average the dis-
tances over the prediction space, where H denotes hypothetical leakage
model. Assume that l denotes a leakage measurement value and h denotes
a hypothetical leakage value. KSA is shown in Formula (8.3).

Eh∈H(DKS(L|H = h, L)) (8.3)

From Figure 8.3, it is obvious that KSAwill produce a large average difference
when the key hypothesis is correct.

8.2.3 PKS Distinguisher

PKS distinguisher [8] is based on single-sample KS test. Its central idea
is to measure the p-value produced by comparing normal distribution and
part of conditional trace distribution L|H. For convenience, leakages L and
the hypothetical power consumptions H are usually processed by Z-score
transformation in PKS. p is an empirical parameter in PKS from zero to one.
N (0,1) represents standard normal distribution. PKS, a two-partial KS test
distinguisher, is shown in Formula (8.6) [9].

Figure 8.3 Illustration of CDFs under correct and incorrect key hypothesis while using KSA.
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Figure 8.4 Illustration of CDFs under correct and incorrect key hypothesis while
using PKS.

Dksl = Pvalue(DKS(L|H ≤ p, N(0, 1))) (8.4)

Dksr = Pvalue(DKS(L|H > p, N(0, 1))) (8.5)

DPKS = Dksl × Dksr (8.6)

PKS will return the smallest product of p-values when the key hypothesis is
correct.

8.3 Systematic Construction of KS Test-based
Side-channel Distinguishers

8.3.1 Construction Strategies of KSA and PKS

In this subsection, the construction differences between KSA and PKS will be
compared in four aspects: partition method, similarity measure used by KS
test, assumption about leakages, and normalization [9].

Partition Method: In a partition attack [12], leakages are divided into several
sets p1

k, p
2
k, . . ., p

n
k , according to each key hypothesis k. These sets are built

according to a power model H. In this chapter, partition method is classified as
non-cumulative partition method and cumulative partition method. Examples
of hypothetical leakages that can be used to partition 16-element leakages are
shown in Table 8.1. Specifically, non-cumulative partition used by KSA is
shown in the left part of Table 8.1, while cumulative partition used by PKS
is shown in the right part of Table 8.1.
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Table 8.1 Examples of non-cumulative partition (left) and cumulative partition (right)

Similarity measure used by KS test: Distance is used by KSA to measure
the similarity of two distributions. In contrast, p-value is adopted in PKS to
indicate whether or not partial leakages follow a normal distribution.

Assumption about leakages: PKS distinguisher considers that leakages
follow a normal distribution, while KSAmakes no assumption about leakages.

Normalization: [6] suggests that normalization can improve the performance
of KSA. So when it comes to constructing KS test-based distinguisher, the
normalization of KS test should also be to taken into consideration.

8.3.2 Nine Variants of KS Test-based Distinguishers

For convenience, each strategy that was used by KSA and PKS is labeled.
Denote A0 the non-cumulative partition, and A1 the cumulative partition.
Denote B0 the expectation of distance as the similarity measure of KS test,
and B1 the product of p-values as the similarity measure of KS test. Denote
C0 the distinguisher that makes no assumption about leakage distribution, and
C1 the distinguisher that assumes the leakage follows a normal distribution.
Denote D0 that normalization is performed on a distinguisher, and D1 that
it is not.

By combining these strategies systematically, one can, in total, construct
sixteen (16 = 24) KS test-based distinguishers. Among these sixteen dis-
tinguishers, three are existing and they are KSA (A0, B0, C0, D1), PKS
(A1, B1, C1, D1), and norm-KSA (A0, B0, C0, D0). On the other hand,
note that B1 and D0 conflict with each other; therefore, four combinations
(A1, C1, B1, D0; A1, C0, B1, D0; A0, C1, B1, D0; and A0, C0, B1, D0) do
not make any sense. Additionally, three combinations, which are (A0, B0, C1,
D1), (A0, B0, C1, D0), and (A0, B1, C1, D1), fail to work in the key recovery
attacks. The limitations of Z-score on hypothetical power consumptions of
D-PKS (A1, B0, C1, D1), norm-D-PKS (A1, B0, C1, D0), and PKS (A1, B1,
C1, D1) to form C-PKS (A1, B0, C1, D1), norm-C-PKS (A1, B0, C1, D0), and
MPC-PKS (A1, B1, C1, D1) are freed. Finally, the remaining combinations
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are MP-KSA (A0, B1, C0, D1), C-KSA (A1, B0, C0, D1), norm-C-KSA
(A1, B0, C0, D0), and MPC-KSA (A1, B1, C0, D1). Therefore, only nine
(9 = 24 − 4 − 3 − 3 + 3) variants are newly constructed. These nine new
distinguishers are summarized in Table 8.2. In these nine new variants of
KS test-based distinguishers, the distinguisher which contains B0 strategy
will return the largest expected distance under the correct key hypothesis,
while the distinguisher which contains B1 strategy will return the smallest
product of p-values. Additionally, in order to avoid arithmetic underflow,
one typically applies the logarithm to the distinguisher, which contains B1
strategy.

8.4 An Experiment Analysis of All Twelve KS Test-based
Side-channel Distinguishers

In article [9], Zhao et al. compared all the twelve KS test-based side-channel
distinguishers using the power trace sets provided by DPA Contest V2 [10].
The input of the S-box of the last round of AES operation is chosen as the
target. Their experiment result is in Figure 8.5.

In Group A, Figure 8.5(a) shows that both PKS and MIA can reveal
the correct key, while KSA and norm-KSA fail to do that. The empirical
parameter in PKS can largely improve the performance of PKS. There-
fore, PKS ( p = 0.01) is selected as the benchmark for finding the most
promising variants in this case. In Group B, Figure 8.5(b) shows that MPC-
KSA and MPC-PKS outperform PKS ( p = 0.01) in terms of achieving a
partial success rate of 80%. In Group C, other KS test-based distinguishers
are less efficient than the benchmark, so we do not discuss them in more

Table 8.2 Nine new variants of KS test-based distinguishers

MP-KSA log2(
∏

m∈M Pvalue(DKS(L|H = h,L)))

C-KSA Em∈M (DKS(L|H ≤ h,L))

norm-C-KSA Em∈M

(
1

|L|M=m|DKS(L|H ≤ h,L)
)

MPC-KSA log2(
∏

m∈M Pvalue(DKS(L|H ≤ h,L)))

D-PKS E(DKS(L|H ≤ p, N(0,1)))

norm-D-PKS E
(

1
|L|H≤p|DKS(L|H ≤ p, N(0,1))

)

C-PKS Em∈M (DKS(L|M ≤ m, N(0,1)))

norm-C-PKS Em∈M

(
1

|L|H≤h|DKS(L|H ≤ h], N(0,1))
)

MPC-PKS log2

(∏
m∈M Pvalue

(
1

|L|H≤h|DKS(L|H < h, N(0,1))
))
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Figure 8.5 SRs for twelve KS test-based distinguishers, MIA, and CPA with HD model in
attacks against the first AES S-box of the last round.

details. In Group D, Figure 8.5(d) shows that MPC-KSA is even better
than CPA.

In order to enhance the understanding of whether or not MPC-KSA is a
reasonable alternative for CPA, they perform attacks on all sixteen bytes of
AES encryption. Table 8.3 shows the number of traces required to achieve

Table 8.3 Number of traces required to achieve partial SR of 80% on individual byte
Distinguisher byte 1 byte 2 byte 3 byte 4 byte 5 byte 6 byte 7 byte 8
MPC-KSA 5,300 6,100 5,700 9,800 9,600 5,500 4,800 6,800
CPA 12,500 10,000 6,900 7,000 12,700 6,000 5,900 7,400

Distinguisher byte 9 byte 10 byte 11 byte 12 byte 13 byte 14 byte 15 byte 16
MPC-KSA 4,500 5,200 9,200 3,500 4,100 14,500 6,000 5,500
CPA 6,800 3,600 10,000 3,000 6,600 16,900 15,000 5,100
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partial SR of 80% of attacks on individual bytes. Although CPA is more
efficient than MPC-KSA on four bytes (byte 4, byte 10, byte 12, and byte 16),
it is less efficient on other twelve bytes. For example, for byte 15, the number
of required traces for MPC-KSA to achieve partial SR of 80% is 6,000, while
that of CPA is 15,000. However, for byte 4, the number of required traces
for MPC-KSA to achieve partial SR of 80% is 9,800, while that of CPA is
7,000. Although MPC-KSA does not perform consistently better than CPA, it
performs better than CPA on 75% of sixteen bytes. As a whole, MPC-KSA is
more efficient than CPA in terms of the required number of traces to achieve
the global SR of 80%. In summary, MPC-KSA is the best choice in this case.
This experimental result indicates that when the leakages of a cryptographic
device could not been accurately characterized, MPC-KSA exhibits better
performance than CPA in terms of SR, as the former is capable of measuring
the total dependency between hypothetical power consumptions and physical
leakages.

8.5 Implementation Methods of MPC-KSA [13]

According to the definition of MPC-KSA in Section 8.4, a naive attack
implementation based on the MPC-KSAis given inAlgorithm 8.1 to reveal one
key byte. The inputs are a set of messages Msg (often plaintext or ciphertext)
and the corresponding leakage L in traces. The traces are collected from a
certain device that uses the same key to encrypt each message in Msg. (HL
(k, x) is a hypothetical leakage function that can return a hypothetical leakage
value, ranging from 0 to g − 1, using key hypothesis k and message x).

As shown in Algorithm 8.1, from line 2 to line 6 for each candidate key
k and each message msgi, we compute the hypothetical leakage value. And
then from line 8 to line 18 for each possible hypothetical leakage value h, we
need to select the conditional leakage (line 11 to 13) to do KS test with the
global leakage (line 14). While h = g − 1, the condition leakage is equal to
the global leakage. So we only do KS test while h is less than g − 1.

We assume that the length of the leakage L and that of L̂ are n and m,
respectively. Two-sample KS test DKS with the leakage L and L̂ is listed in
Algorithm 8.2.

In the counting procedure (line 4 to 15 of Algorithm 8.2), there should be
one more interval [sln+m, +∞] to make sure every item in L and L̂ can fall in
one interval. In this case, the CDF value of the largest leakage value will be
calculated. However, it is always one. So we do not counting in this interval
or even calculate the CDF value of the largest leakage value.
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Algorithm 8.1 Naive implementation method of MPC-KSA
Input: a set of messages and corresponding leakage
Msg[[msg1, msg2, . . . , msgn]], L[[l1, l2, . . . , ln]] and the function HL(k, x)
calculating hypothetical leakage

Output: the most possible key byte kc

1. Score[[s1, s2, . . . , s256]], si = 0, i ∈ [1, 256]
2. for k ∈ [0, 255] do
3. for j ∈ [1, n] do
4. hkj = HL(k, msgj)
5. end for
6. end for
7. kc = 0, max = 0
8. for k ∈ [0, 255] do
9. L̂ = [[ ]]
10. for h ∈ [0, g − 2] do
11. for j ∈ [l, n] do
12. if hkj = h then L̂ = L̂ ∪ [lj ]
13. end for
14. t = log(Pvalue(DKS(L, L̂)))
15. sk+1 = sk+1 + abs(t)
16. end for
17. if max < sk+1 then kc = k, max = sk+1

18. end for
19. return kc

8.5.1 Analysis of the Naive Method

As shown in Algorithm 8.2, the general KS test implementation contains
three main procedures: sorting, counting, and maximizing. Firstly, leak-
ages are sorted to acquire ordered leakages list, and every two adjacent
items in the list is used as the counting interval. Then, the program counts
how many leakages fall in each interval. Finally, the CDF is calculated
based on the counting result, and then, the maximum distance between
the global leakage distribution and the conditional leakage distribution is
returned.

As the conditional leakage is selected from the global leakage, the length of
the conditional leakage m is no larger than the length of the global leakage n. So
the average time complexity of the sorting operation in line 1 is O(n log n).
And the average time complexity of the counting operation in line 4 to 15 is
O(n2), since the average time complexity of counting in one interval is O(n).
So we conclude that the time complexity of the general two-sample KS test
implementation in Algorithm 8.2 is O(n2).
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Algorithm 8.2 Two-sample KS test DKS(L, L̂)
Input: two leakages L[[l1, l2, . . . , ln]], L̂[[l̂1, l̂2, . . . , l̂m]]
Output: the largest distance dis between two distributions of leakages
1. C[[c1, c2, . . . , cn+m]], ci = 0, i ∈ [1, n + m]
2. Ĉ[[ĉ1, ĉ2, . . . , ĉn+m]], ĉi = 0, i ∈ [1, n + m]
3. SL[[sl1, sl2, . . . , sln+m]] = mergeAndSort (L, L̂)
4. for i ∈ [1, n + m − 1] do
5. for idx ∈ [1, n] do
6. if sli � lidx < sli+1 then
7. ci = ci + 1
8. end if
9. end for
10. for idx ∈ [1, m] do
11. if sli � l̂idx < sli+1 then
12. ĉi = ĉi + 1
13. end if
14. end for
15. end for
16. cdf = c1/n, cd̂f = ĉ1/m

17. dis = |cdf − cd̂f |
18. for i ∈ [2, n + m]
19. cdf = cdf + ci/n, cd̂f = cd̂f + ĉi/m

20. t = |cdf − cd̂f |
21. if dis < t then dis = t
22. end for
23. return dis

In the naive method, the number of candidate key is 256, and the number
of possible hypothetical leakage values is a constant while the hypothetical
leakage function is given. Then the whole procedure to do KS test in
Algorithm 8.1 (line 8 to 18) in time O(n2). The time complexity of computing
hypothetical leakage values is O(n). So the time complexity of Algorithm 8.1
is O(n2).

On the other hand, based on experiments, we find out that more than 90%
execution time of the naive MPC-KSA implementation method is spent on
KS test. So we mainly focus on the KS test to optimize the implementation.
The KS test uses counting intervals to calculate two samples’ distributions.
The counting intervals are gotten from sorting combining leakages. It is
widely accepted that sorting operation takes longer time than other operations.
Meanwhile, the counting operations take quite a long time, for the time
complexity is O(n2) where n denotes the length of the leakage. As a large
number of KS tests needed to be done in MPC-KSA, the naive method is
obviously slow.
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8.5.2 Optimized Method I

The analysis in last subsection points out that there are too many sorting
and counting operations in the whole MPC-KSA process, which is the main
reason for the low efficiency. If we can find some kind of strategy that we
only can sort the leakage once and use the result to accelerate the counting
operation for doing KS test each time, then the efficiency of MPC-KSAwill be
optimized.

In two-sample KS test, sorting combining leakage is used to get the same
counting interval for both samples. Procedures in line 4 to 15 of Algorithm
8.2 are to count how many leakages fall in each left-closed and right-open
interval. However, the interval is gotten from sorting leakages, and two
endpoints of the interval are two adjacent items of the ordered leakages.
So values bigger than the left endpoint and smaller than the right endpoint
do not belong to the leakages. Then, only the leakage value equal to the
left endpoint falls in every left-closed and right-open interval, while the two
endpoints of the interval are not the same. If they are the same, the interval is an
empty set.

For example, if the global leakage is L[[2, 3, 2, 4]] and the conditional leak-
age is L̂[[4, 2]], then the sorted list SL = <2, 2, 2, 3, 4, 4>. The corresponding
interval is as follow:

I1 = [2, 2) I2 = [2, 2) I3 = [2, 3)
I4 = [3, 4) I5 = [4, 4) I6 = [4, +∞).

Table 8.4 shows that intermediate values in procedure of calculating the CDF
of L and L̂.

Counting value of the global leakage L is c1 = 0, c2 = 0, c3 = 2, c4 = 1,
c5 = 0, c6 = 1, while counting value of the conditional leakage L̂ is ĉ1 = 0,
ĉ2 = 0, ĉ3 = 1, ĉ4 = 0, ĉ5 = 0, ĉ6 = 1. The intervals I1, I2, I5 are empty
sets, so there are not any items falling in them, and also, the results in these
intervals do not affect the CDF computing. And there is only the item equaling
to their left endpoint falling in I3, I4, I6.

Table 8.4 Intermediate values in procedure of calculating the CDF of L and L̂

Intervals c CDF ĉ CD̂F
I1 c1 = 0 0 ĉ1 = 0 0
I2 c2 = 0 0 ĉ2 = 0 0
I3 c3 = 2 0.5 ĉ3 = 1 0.5
I4 c4 = 1 0.75 ĉ4 = 0 0.5
I5 c5 = 0 0.75 ĉ5 = 0 0.5
I6 c6 = 1 1 ĉ6 = 1 1
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Actually, the counting operation is to count how many unique numbers
appear. Then, the counting operation is to count how many times every
unique value appears. So every time we perform KS test, we can sort
leakages and then remove the duplicate ones in them and take each item as a
counting bin.

More importantly, one sample is selected from the other in MPC-KSA.
In other word, the conditional leakage L̂ is a subset of the global leakage L.
We only need to sort the global leakage rather than the combining leakage,
then remove the duplicate in them as counting bins denoted L bin, while it
is functionally equal to the one getting from the combing leakages. Using the
data in the last example, we illustrate their equivalence. As we sort L and
remove duplicate from it, we get L bin = <2, 3, 4>. The corresponding bin
is 2, 3, and 4. Table 8.5 shows that intermediate values in procedure of
calculating the CDF of L and L̂ by bins.

For the global leakage L, the counting value is c1 = 2, c2 = 0, c3 = 1,
while the result of the conditional leakage L̂ is ĉ1 = 1, ĉ2 = 0, ĉ3 = 1. These
results are the same as that on the intervals Î3, Î4, Î6.

As shown in Algorithm 8.1, one of two samples in the KS test is always
the global leakage L while the other, the conditional leakage L̂, and changes
with different hypothetical leakage h value. Although the conditional leakage
L̂ changes with different hypothetical leakage h value, the relationship that the
conditional leakage L̂ is a subset of the global leakage L always hold. So we
only need to sort the global leakage once for the whole MPC-KSA process,
and then the unique sorting result can be considered as the counting bin.
Meanwhile, we can use a dictionary to have every unique value in the leakage
map to its index of the counting bin, whose time complexity is nearly O(1).
We can build the dictionary when we compute CDF of the global leakage.
And later the CDF of the global leakage and the dictionary can be used in the
following KS test. Algorithm 8.3 shows the whole process of the optimized
method.

In Algorithm 8.4, we present the procedures building the dictionary when
we calculate the CDF of the global leakage. An empty dictionary dic is used

Table 8.5 Intermediate values in procedure of calculating the CDF of L and L̂

Bins c CDF ĉ CD̂F
B1=2 c1 = 0 0.5 ĉ1 = 1 0.5
B2=3 c2 = 1 0.75 ĉ2 = 0 0.5
B3=4 c3 = 1 1 ĉ3 = 1 1
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Algorithm 8.3 Optimized implementation method I of MPC-KSA
Input: a set of messages Msg and corresponding leakage L
Msg[[msg1, msg2, . . . , msgn]], L[[l1, l2, . . . , ln]] and the function HL(k, x)
calculating hypothetical leakage and an empty dictionary dic
Output: the most possible key byte kc

1. Score[[s1, s2, . . . , s256]], si = 0, i ∈ [1, 256]
2. for k ∈ [0, 255] do
3. for j ∈ [1, n] do
4. hkj = HL(k, msgj)
5. end for
6. end for
7. CDF = Calcdf (L, dic), Kc = 0, max = 0
8. for k ∈ [0, 255] do
9. L̂ = [[ ]]
10. for h ∈ [0, g − 2] do
11. for j ∈ [l, n] do
12. if hkj = h then L̂ = L̂

⋃
[lj ]

13. end for
14. t = log(Pvalue(DIKS(CDF, L, L̂, dic)))
15. sk+1 = sk+1 + abs(t)
16. end for
17. if max < sk+1 then kc = k, max = sk+1

18. end for
19. return kc

Algorithm 8.4 Calculating the CDF of the global leakage and building the
dictionary Calcdf (L, dic)
Input: the global leakage L[[l1, l2, . . . , ln]] and an empty dictionary dic
Output: the CDF [[cdf1, cdf2, . . . , cdfx]] of the global leakage
1. SL [[sl1, sl2, . . . , sln]] = sort(L)
2. idx = 1, Lk = sl1, c = 1
3. for i ∈ [2, n] do
4. if LK = sli then
5. c = c + 1
6. else
7. dic.add(� Lk, idx �)
8. cdfidx = c/n
9. Lk = sli
10. idx = idx + 1
11. end if
12. end
13. dic.add(� Lk, idx �), cdfidx = c/n
14. return CDF
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Algorithm 8.5 Improved KS test DIKS(CDF, L̂, dic)
Input: the conditional leakage L̂[[l̂1, l̂2, . . . , l̂m]], the

CDF [[cdf1, cdf2, . . . , cdfx]] of the global leakage and the
dictionary dic

Output: the largest distance dis between two distributions
of leakages

1. Ĉ[[ĉ1, ĉ2, . . . , ĉx]], ĉi = 0
2. for i ∈ [l, m] do
3. idx = dic.get(l̂i)
4. ĉidx = ĉidx + 1
5. end for
6. cd̂f = ĉ1/m, dis = |cdf1 − cd̂f |
7. for i ∈ [2, m]
8. cd̂f = cd̂f + ĉi/m

9. t = |cdfi − cd̂f |
10. if dis < t then dis = t
11. end for
12. return dis

as reference. While Algorithm 8.4 finished, dic has already been built to have
every unique value in the leakage map to its index of the counting bin.

By Algorithm 8.4, we get the CDF of the global leakage and the dictionary
for the further calculation. As Algorithm 8.4 sorts L in O(n log n) time and
builds the dictionary in O(n) time, consequently the time complexity of
Algorithm 8.4 is O(n log n).

Algorithm 8.5 below presents how KS test works with the dictionary dic
in MPC-KSA. The CDF of the global leakage L, the condition leakage L̂, and
the dictionary dic are the inputs.

As shown in line 3 to 12 of Algorithm 8.4, the counting operation only
traverses the global leakage once. Also in line 2 to 5 of Algorithm 8.5, the
condition leakage is traversed once. MPC-KSA can be executed with sorting
only once by Algorithm 8.4, and the time complexity of KS test for MPC-
KSA reduces from O(n2) to O(n) as indicated in Algorithm 8.5. Therefore,
the complexity of optimized method I for MPC-KSA is O(n log n), while that
of naive method is O(n2).

8.5.3 Optimized Method II

In this subsection, an optimization technique is presented to further accelerate
both Algorithms 8.1 and 8.5.

In line 11 to 13 in Algorithm 8.3, it is needed to search in the conditional
leakage based on the result in line 4. We can add an operation after line 4 to
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Algorithm 8.6 Optimized implementation method II of MPC-KSA
Input: a set of messages Msg[[msg1, msg2, . . . , msgn]] and corresponding
leakage L[[l1, l2, . . . , ln]], the function HL(k, x) calculating hypothetical
leakage and a null dictionary dic
Output: the most possible key byte kc
1. Score[[s1, s2, . . . , s256]], si = 0, i ∈ [1, 256]
2. for k ∈ [0, 255] do
3. for j ∈ [1, n] do
4. h = HL(k, msgj)
5. Gk,h = Gk,h ∪ {j}
6. end for
7. end for
8. CDF = Calcdf (L, dic), Kc = 0, max = 0
9. for k ∈ [0, 255] do
10. L̂ = [[ ]]
11. for h ∈ [0, g − 1] do
12. L̂ = L̂ ∪ L[Gk,h]
13. t = log(Pvalue(DIKS(CDF, L̂, dic)))
14. sk+1 = sk+1 + abs(t)
15. end for
16. if max < sk+1 then kc = k, max = sk+1

17. end for
18. return kc

include the leakage index into a set Gk,h. Gk,h is used to record the leakage
index whose hypothetical leakage under key guess k is h. In this way, the
leakage partition information also can be saved. The recorded leakage index
is actually the result of searching operations in line 11 to 13 both ofAlgorithms
8.1 and 8.3. As the leakage partition information has been saved, doing K-S
test can load the leakage from the global leakage directly with an index
set. In this way, leakage partition sets are calculated in advance to save the
time to search for the conditional leakage. Algorithm 8.6 gives the detailed
procedures.

By Algorithm 8.6, the optimized method is further improved. The experi-
mental result shows that the efficiency of the optimized method I is improved
more than 60% by the optimized method II. The complexity of Algorithm 8.6
is the same as that of Algorithm 8.3.

8.6 Implementation Results

In this section, we perform several attacks on PC against unprotected hardware
AES-128 implementation on a Xilinx Vertex-5 FPGA. The power traces are
from DPA Contest V2 [10]. All attacking programs are written in C language
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on OS X 10.9.2, and run on a Mac laptop (Intel Core i5 with CPU 1.7 GHz and
4 GB RAM). Our experiments are performed to reveal the whole last round
key. And we choose five leakage points from one trace for each key byte. In
practice, we sum the score on each leakage point for a candidate key byte
value as the final score. For each key byte, the hypothetical leakage function
HL(k, x) is defined to be

HL(k, x) = HD(iSbox(x) ⊕ k, iShiftRow(x)) (8.7)

where x denotes one ciphertext byte, iSbox(·) denotes the operation of inverse
Sbox, iShiftRow(·) denotes the operation of inverse shift row, and HD(a, b)
denotes the Hamming distance between a and b.

For the following experiments, we use 80 leakages on different number
traces and the corresponding ciphertexts as the input to reveal the whole last
round key. Three types of experiments are designed. They are named “Naive
Method,” “Optimized Method I,” and “Optimized Method II,” respectively.

• Naive Method (Algorithm 8.1)
• Experiment to perform the attack using Algorithm 8.1.
• Optimized Method (Algorithm 8.3)
• Experiment to perform the attack using Algorithm 8.3.
• Optimized Method II (Algorithm 8.6)
• Experiment to perform the attack using Algorithm 8.6.

In each type of experiment, we perform the attack based on MPC-KSA using
different number of traces (from 1,000 to 15,000, step by 500) to calculate
the execution time of each method. The execution time of the attack based on
MPC-KSA with different number traces is shown in Table 8.6.

Table 8.6 shows the time consumption of the naive method, optimized
method I, and optimized method II with different number traces. Clearly,
optimized method II is the most efficient of the three. The efficiency of the

Table 8.6 The execution time of the attacks based on MPC-KSA with different number traces
Average Execution Time (in Seconds) Speedup Rate

Number Naive Optimized Optimized Optimized II
of Traces Method Method I Method II vs. Naive

2,500 225.24 32.20 12.69 17.73
5,000 452.65 59.65 21.16 21.38
7,500 676.66 85.34 28.92 23.39

10,000 902.36 113.06 36.53 24.69
12,500 1,112.58 137.07 43.81 25.39
15,000 1,281.83 163.40 51.01 25.12



8.6 Implementation Results 255

optimized method I is improved more than 60% by the optimized method
II. To depict the relative speed efficiencies more clearly, we draw time
consumption curves for each attack based on MPC-KSAwith different number
traces ranging from 1,000 to 15,000. Comparing with the naive method, the
time complexity of MPC-KSA is reduced from O(n2) to O(n log n) after
optimization.

We also perform experiments to show the relationship between the execu-
tion time and the global success rate (GSR) [10] by amounting key recovering
attacks with a set of 10 independent experiments. Each experiment was
performed using different number of power traces (from 50 to 15,000, step by
50) randomly chosen from a trace set containing 20,000 traces corresponding
to 20,000 random plaintext encryption under the same secret key. Table 8.4
gives the relationship between the execution time and the GSR. Because
it takes too long time to do evaluation by the naive method, we only do
experiments with three trace sets.

As we can gain the number of traces at each success rate by optimized
method II, we estimated the time of running on the rest seven data sets with
that on prior the three data sets. From Tables 8.6, 8.7, and Figure 8.6, it is
clear that, for the attack based on MPC-KSA with different number traces,
optimized method II is the most efficient. It is concluded that the main solution
to optimize the implementation is to use the inherent relationship between
these two leakage samples.

Table 8.7 The execution time at different GSR

Average Execution Time (in Hour) Speedup Rate

Global Number Naive Optimized Optimized II

Success Rate of Traces Method Method II vs. Naive

10% 4,050 4.10 0.20 20.38

20% 5,650 12.15 0.52 23.26

30% 5,700 20.33 0.91 22.44

40% 5,900 29.10* 1.22 23.86

50% 6,000 38.16* 1.60 23.87

60% 6,600 49.11* 1.99 24.65

70% 8,050 65.35* 2.52 25.97

80% 8,100 81.79* 3.05 26.86

90% 8,900 101.67* 3.64 27.97

100% 10,900 127.53* 4.28 29.77
∗Estimate.
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Figure 8.6 Time consumption curves for attacks based on MPC-KSA with different number
traces.

8.7 Conclusions

MPC-KSA uses KS test as the major operation, and KS test is a time-
consuming execution in the normal scenario. So the naive implementation
of MPC-KSA is considerably slow and impractical in practice. The inherent
relationship between these two leakage samples used in KS test for MPC-KSA
is exploited to accelerate the naive implementation. The main work of this
chapter highlights that using inherent properties and structures of processed
data can optimize an algorithm to the fullest. As a result, the time complexity
of KS test for MPC-KSA is reduced from O(n2) to O(n), and that of MPC-
KSA is reduced from O(n2) to O(n log n). By precomputation technique, the
efficiency of the implementation is further improved more than 60%. It only
takes less than 1 minute with 15,000 traces to recover the whole key of the
AES-128 embedded in the device, which is about 25 times faster than naive
method. By the optimized implementation, MPC-KSA distinguisher can be
used efficiently and effectively in practice.
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Abstract

In wireless communication systems, privacy among users’contents is a crucial
security requirement such as power and spectral efficiency. Spectral and power
efficiencies are attainable with power-efficient transmission schemes where
constellations are decomposed into several polar components, being each
one amplified and transmitted independently by an antenna. Besides that,
due to constellation shaping on the desired transmission direction performed
by these transmitters, some kind of physical layer security is assured as
well. Under this approach, security is achieved by constellation shaping
of the transmitted constellation since each user must know the transmitter
configuration parameters associated to the constellation shaping, i.e., the
direction in which the constellation is optimized; otherwise, the received
data would be meaningless. Commonly, security is assured by encrypted
algorithms implemented by higher layers, such as private and public encrypted
keys. However, system security can be improved with physical layer security
schemes since they can be complemented with other security schemes from
higher layers. Simulation results show the effectiveness of the proposed
approach.
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9.1 Introduction

The broadcast nature of wireless communications makes it difficult to avoid
interception of transmitted signals by unauthorized users, while superposition
can lead to the overlapping of multiple signals at the receiver [1]. Due to the
broadcast nature of the wireless channel, security is a critical issue in wireless
communication systems. Commonly, security is assured by encrypted schemes
from higher layers, such as key cryptography protocols [2]. However, crypto-
graphic measures can be complemented with other techniques such as physical
layer security schemes [3, 4]. Common physical layer security techniques use
coding or precoding schemes and exploit channel state information to allow
secrecy over a wireless medium [5]. The first one sacrifices spectral efficiency
due to the use of redundant bits. In the second approach, the assumption
of a highly mobile or dynamic environment with significant variations in
channel characteristics is not always valid for all scenarios where wireless
communications may occur, and for static channels, physical layer security
schemes based on the variation of channel characteristics perform poorly [6].
For these scenarios, a channel-independent security scheme without redundant
coded bits is more appropriate. Since they can operate independently of higher
layers, physical layer techniques can be used in a multi-layered approach to
reinforce already existing security measures.

The high data rates of communication systems can be supported by MIMO
systems (multiple-input multiple-output) which can increase throughput with
a reduction in the transmitted power by each antenna. One advantage of
MIMO systems is the reduction in the transmitted power [7]. On the other
hand, high spectral efficiency requirements of modern wireless communi-
cation systems are only attainable with the use of multilevel modulations,
characterized by higher peak-to-average power ratios. This can compromise
power amplification efficiency or drive up the costs of power amplifiers. With
a transmission scheme, where multilevel constellations are decomposed into
several biphase shift keying (BPSK), quadri phase shift keying (QPSK), or
offset QPSK (OQPSK) components, being each component amplified and
transmitted independently by an antenna, efficiency of power amplification
is improved since it is possible to use nonlinear (NL) amplifiers in such
operation [8–10] (it should be noted that we may have constant envelope
components in each branch). As current MIMO transmitters, this transmitter
requires a separate radio frequency (RF) chain including a power amplifier for
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each antenna element [11], but the key difference relies on the fact that each
RF chain is associated to a BPSK component that is combined at channel
level to generate the desired multilevel constellation and the elementary
sub-constellations and each antenna transmits uncorrelated signals. It should
be noted that despite the fact that the radiation pattern of the transmitter
array remains unaffected, phase rotations between RF branches lead to an
optimization of the transmitted constellation in a desired direction. Therefore,
security is achieved by shaping of the transmitted constellation, since the
receiver must know the constellation coefficients gi affecting each RF chain
and transmission direction θj , otherwise receives meaningless data. Therefore,
this transmitter has an inherent security scheme if unauthorized users are
unaware about the use at the transmitter.

The main motivation for this chapter is to present an extended character-
ization of power-efficient transmitter structure that allows at same time the
physical layer security due to constellation shaping achieved by this structure.
As we shall see, the constellation shaping performed by the transmitter
acts as an amplitude and phase distortion of the constellation when the
transmitter parameters are unknown. Thus, one might expect that distortion
would affect mutual information (MI) for any user unaware about transmitter
configuration. This chapter explains how it is possible to implement a scheme
of physical-level security using a power-efficient multi-branch transmitter
with constellation shaping. Section 9.2 characterizes the concepts inherent
to the transmission technique. The rest of this chapter is organized as follows:
freedom degrees for transmitter configuration, the inherent security, and the
problems related with the analytical characterization of mutual information
and secrecy capacity are discussed in Section 9.3. A characterization of the
receiver and the impact of configuration of the transmitter array are presented
in Section 9.4. Simulation results are presented in Section 9.4.1. Section 9.5
concludes this chapter.

9.2 Transmitter Structure

The basic idea is to employ a scheme with Nm antenna elements at the
transmitter as depicted in Figure 9.1. Contrarily to MIMO, the Nm elements
are employed to allow an efficient amplification of the signals associated to a
large constellation. The data bits are mapped into a given constellation (e.g., a
quadrature amplitude modulation (QAM) constellation) characterized by
the ordered set S = {s0, s1, . . . , sM−1} following the rule (β(μ−1)

n ,

β
(μ−2)
n , . . . , β

(1)
n , β

(1)
n ) �→ sn ∈ S, with (β(μ−1)

n , β
(μ−2)
n , . . . , β

(1)
n , β

(1)
n )
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Figure 9.1 Structure of constellation directive transmitter.

denoting the binary representation of n with μ = log2(M) bits. Next, the
constellations’ symbols are decomposed in Mm polar components, i.e.,

sn = g0 + g1b
(1)
n + g2b

(2)
n + g3b

(1)
n b(2)

n + g4b
(3)
n + . . .

=
M−1∑
i=0

gi

μ−1∏
m=0

(b(m)
n )γm,i =

M−1∑
i=0

gib
eq(i)
n , (9.1)

with (γμ,i γμ−1,i . . . γ2,i γ1,i) denoting the binary representation of i,

b
eq(i)
n =

∏μ−1
m=0(b

(m)
n )γm,i and b

(m)
n = (−1)β

(m)
n is the polar representation of

the bit β
(m)
n . Since we have M constellation symbols in S and M complex

coefficients gi, (9.1) is a system of M equations that can be used to obtain
the coefficients gi, i = 0, 1, . . . , M − 1 [12]. If we denote Nm the number
of nonzero coefficients gi, then it is clear that a given constellation can be
decomposed as the sum of Nm ≤ M polar components. Each one of the Nm

polar components is modulated as a BPSK signal (or other polar modulation
format with constant envelope). Being each one of these Nm BPSK signals
a serial representation of an OQPSK signal [13], with reduced envelope
fluctuations and compact spectrum (e.g., a Gaussian minimum shift keying
(GMSK)), higher power efficiencies are achieved due to the use of nonlinear
amplifiers. The corresponding signals are separately amplified by Nm nonlin-
ear amplifiers before being transmitted by Nm antennas. Combination losses
are also avoided, since the outputs of the Nm amplifiers are combined at
channel level (in Figure 9.1, gij denote the Nm coefficients selected to define
the constellation, but for the sake of representation simplicity, we will use gi

along this chapter).
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Since the BPSK components in RF branches are uncorrelated, the radi-
ation pattern remains unchanged. However, the phase differences between
Nm successive antenna elements affect the BPSK components that generate
the transmitted constellation at channel level. This means that the constellation
symbols are rearranged according to a desired direction θ (under these
conditions, the constellation’s shaping in the desired direction is assured by
phase rotations of the BPSK components). Consequently, we may say that this
transmitter introduces information directivity at constellation level, which can
be increased by changing dynamically phase’s rotations between RF branches.

Several possibilities exist for the arrangement of BPSK components along
the Nm RF elements, but we restrict the BPSK components’ arrangements for
16-QAM constellations to the linear arrangement of Table 9.1.

9.3 Transmitter Configuration Possibilities and Security

Using (9.1), several mapping rules can be defined for M-QAM constellations
and Voronoi constellations. For instance, for a 64-QAM constellation with
Gray mapping, we only need 6 nonzero gi coefficients: g4 = 4, g6 = 2,
g7 = 1, g32 = 4j, g48 = 2j, and g56 = j). 16-QAM constellations with
Gray mapping are the sum of 4 BPSK signals and can be defined by the set of
nonzero complex coefficients g2 = 2j, g3 = j, g8 = 2, and g12 = 1 (actually,
this corresponds to only two QPSK constellations). On the other hand, the
energy optimized Voronoi constellations need M −1 non-null coefficients gi.
Other mapping rules or constellations can be easily obtained by changing the
set of coefficients gi. Clearly, there is an inherent security since a sequence
of bits from the sender is converted into symbols on the constellation space
using the set of coefficients gi and an antenna array configuration only known
by the sender and the intended receiver. Since the intended receiver knows

Table 9.1 16-QAM: gi arrangements and distances between antennas for uniform and non-
uniform arrays

Antenna Order
16-QAM 1 2 3 4
Coefficients gi g2 g12 g8 g3

Coefficients values 2j 1 2 j
Spacing between antennas: di,j denotes

spacing between antennas i and j
Uniform Non-Uniform

d2,1 λ/4 λ/2
d3,2 λ/4 3λ/4
d4,3 λ/4 λ/2
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the set of coefficients gi and the array configuration, it will be able to decode
with success the original data. This means that in every transmission, both
the sender and the intended receiver use a custom constellation mapping,
which may act as a secret key to any interception from an eavesdropper (also
known as Eve). For the particular case of M -ary constellations, there are M !
possible mappings, which becomes impractical for the eavesdropper to decode
when transmissions are based on constellations with sizes equal or greater
than 64.

Here, we do not explore the potential of mapping diversity since we restrict
our analysis to the security assured by information directivity that results
from antenna array’s configuration (however, the secrecy level assured by
constellation mapping diversity should be conveniently addressed in further
work).Another factor that also increases the complexity of any non-authorized
interception relies on the relation between constellation shaping and the
configuration of the transmitter array. For any set of coefficients gi, the order
of the transmit antennas can be changed. Since the number of active antennas
is the same of BPSK components, i.e., Nm components, for each mapping
rule and uniform configuration of the antenna array, there are Nm! − Nm

different array configurations and consequently Nm! − Nm different spacial
arrangements for the symbols of the transmitted constellation. Permutations
of the BPSK components on the RF branches also change the shape of the
resulting constellation at channel level (recall that constellation mapping
can also suffer changes due to phase rotations of BPSK components). Thus,
combining both mapping possibilities and gi permutations between antennas,
for any interception the eavesdropper needs to compute M ! × (Nm! − Nm)
combinations (if the transmitter uses Voronoi constellations, even for the
smallest constellation with 16 symbols, we have 2 × 1013 combinations).

Complexity can be even increased through non-uniform spacing between
antennas. Consider again the transmitter structure of Figure 9.1 with equal
spaced Na antennas, where only Nm antennas are active in each instant. Since
the active antennas can be any set of Nm antennas among the Na, we have

Na!
(Na−Nm)!Nm! combinations. Obviously, this situation does not reflect the real
number of possibilities, since the spacing between antennas can be any real
multiple of λ, leading to a phase shift between antennas ΔΘ ∈ [0, 2π]. Despite
this fact, simulation results presented here are restricted to the transmitter
configuration of Figure 9.1, where the distance between antennas is restricted
to an integer multiple of d = λ/4 (in a real case, the spacings between antennas
are not necessarily restricted to an integer multiple as shown in Figure 9.1).
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Let X and Y be complex n-dimensional arrays representing the input and
output of a memoryless communication channel and assume the respective
alphabets X ⊆ C

n and Y ⊆ C
n. For any x and y, the joint distribution

given by
fX|Y(x, y), (9.2)

can be factorized as

fX|Y(x, y) = fX|(x)fY|X(y|x), (9.3)

where fx is the input distribution determined by the modulation and con-
stellation shape and fY|X(y|x) is the channel distribution that aggregates the
noise and distortion effects. The mutual information between X and Y is
denoted as I(X : Y), and I(X : Y|N) represents the conditional mutual
information. Entropy and conditional entropy are denoted by H(X) and
H(X|N), respectively.

Let us consider a time memoryless channel with a user i as receiver and
one transmitter, where the user tries to receive a message from the transmitter,
with the input and output denoted by Xi and Yi. For a channel has only additive
noise, we have

Yi = Xi + Ni, (9.4)

where X and Y are the input and the output of the channel and N is additive
white Gaussian noise (AWGN) with zero mean and variance σ2

N . For a given
channel input x, channel law is given by the conditional probability density
function (pdf)

fY |X(y|x) =
1

σ2
N

fg

(
y

σN

)
, (9.5)

where fg = ( y√
2π

) exp(−x2/2) is the zero mean unit variance Gaussian pdf

(probability density function). Under these conditions,fY |X(y|x) is also Gaus-
sian for any x and the conditional entropy will be H(Y |X) = 1

2 log2(2πeσ2
N ).

For a given input distribution fx, the output distribution fy is given by
marginalizing the joint distribution fX|Y (y, x) = fX|(x)fY |X(y|x) and the
mutual information is calculated as I(X : Y ) = H(y) − H(Y |X). When
the receiver is aware about transmitter parameters, the input distribution fx is
known and the mutual information increases monotonic to its maximum with
the increase in the transmitted power. Parameters of transmitter’s configuration
include the distribution of the polar components among the amplification
branches and antennas and the spacing between antennas, but let restrict the
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analysis to the case where the receiver does not know the spacing between
antennas, when it is transmitted a regular M2-QAM constellation. As stated
before, a regular M2-QAM constellation may result as a sum of M polar
components, which leads to a transmitter with Nm = M amplifiers and
M isotropic antennas that transmit M uncorrelated signals. For linear array
arrangement with equally spaced antennas by d, as shown in Figure 9.2, the
polar components gie

θi = |gi|eϕieθi = |gi|eβi from each branch i are affected
by a phase rotation of αi = 2π(i − 1)d/λ cos

(
π
2 + Θ

)
. In such conditions,

the transmitted symbol is given by

x =
M∑
i=1

|gi|eβi exp(αi), (9.6)

instead of
∑M−1

i=0 gie
βi . Therefore, each polar component suffers a different

rotation that depends on the antenna position in the array and sort order adopted
along the M branches. Let us consider the simplest configuration with two
antennas separated by d and |g1|eβ1 and |g2|eβ2 . Assuming αi = 0 for the first
antenna, the transmitted symbol is

x′ = |g1| cos(θ1) + |g2| cos(θ2 + α2) + j(|g1| sin(θ1) + |g2| sin(θ2 + α2))
= Kax exp(jαa), (9.7)

where Ka and αa are the amplitude and phase distortion, respectively, and the
symbol before the shaping performed by the array is given by

x = |g1| cos(θ1) + |g2| cos(θ2) + j(|g1| sin(θ1) + |g2| sin(θ2)). (9.8)

Figure 9.2 Simplest transmitter with an array of two antennas.
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Obviously, any receiver without information about transmitter configuration
has as reference the regular constellation unaffected by the amplitude scaling
and phase rotation due to the array arrangement and distribution of the
polar components over the amplification branches and the shaping of the
constellation acts as a nonlinear distortion that is also unknown by the receiver.
For this user, we have a channel with nonlinear distortion and the additive
noise, represented as

Y = fa(x) + N, (9.9)

where fa(x) = kaxejαa . In this case, for a given channel input x, the channel
law is given by the conditional pdf fY |X(y|x) = 1

σ2
N

fg(
y−fa(x)

σZ
). The problem

of a theoretical analysis for the previous conditional pdf relies on the definition
of a closed form for fa(x) when constellation’s size grows. For example, in
64-QAM, the nonlinear distortion is the result of the sum 6 phase rotations
affecting the 6 different polar components (in Voronoi constellations, we must
consider M − 1 terms). This distortion effect is shown in Figures 9.3 and 9.4,

Figure 9.3 16-QAM: Effect of an error ΔΘ in the received constellation.
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Figure 9.4 64-QAM: Effect of an error ΔΘ in the received constellation.

where it can be seen the distortion effect in the constellation for small errors
in estimation of transmitter parameters that lead to an incorrect direction
in which the constellation is optimized Θ′ = Θ + ΔΘ (it is assumed that
the constellation optimized under Θ is a regular M2-QAM). Obviously, this
effect becomes stronger when the constellation’s size grows as it can be seen
comparing both figures.

Having in mind these aspects, it seems obvious that shaping of the constel-
lation achieved by this transmitter structure can be used to implement security
at physical level. In the following sections, an analysis of this transmission
scheme is presented with emphasis to the impact on mutual information and
secrecy capacity assured by these schemes.

9.4 Receivers and the Impact of Information Directivity

The simplest communication problem of secrecy and confidentiality arises
in a three-terminal system comprising a transmitter, the intended receiver
(Bob), and an unauthorized receiver, referred as eavesdropper (Eve), wherein
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the transmitter wishes to communicate a private message to the receiver.
Therefore, the receiver must know the set of Nm coefficients that define
the constellation shaping in the desired direction, otherwise receives a dis-
torted constellation. Having in mind these considerations, a question arises:
What will be the tolerance against errors on the estimation of transmitter’s
parameters and what will be the secrecy level assured by this transmission
scheme? To answer this question, we present some results related to the mutual
information associated to both authorized receiver and eavesdropper, and the
secrecy capacity of the proposed system.

We assume a non-degraded Gaussian wiretap channel depicted in Figure
9.5, where both channel 1 and channel 2 are AWGN channels.

Let x(t) denotes the nth transmitted symbol associated to a given block

x(t) = snhT (t − nTS), (9.10)

with TS denoting the symbol duration and hT (t) denoting the adopted pulse
shape. sn belongs to a given size M constellation S. Under these conditions,
the received signals by the authorized receiver and the eavesdropper are

y(t) = fa(x(t)) + n1(t), (9.11)

and

z(t) = fa(x(t)) + n2(t), (9.12)

with n1(t) and n2(t) denoting de noise terms and fA denotes the shaping
performed by the antenna array. With perfect secrecy, we have I(X; Z) = 0,
with X the sent message and Z the received message by the eavesdropper
and where I (;) denotes mutual information (MI). It should be noted that the
mutual information (assuming equiprobable symbols) for a given signal set S

Figure 9.5 Non-degraded Gaussian wiretap channel.
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gives the maximum transmission rate (in bits/channel use) at which error-free
transmission is possible with such signal set [14] and can be written as

I(X, Y ) = log2 M − 1
M

∑
s∈S

En

[
log2

( ∑
x′

n∈S

exp

(
− 1

N0
|
√

Es(sn − s′
n)

+ n|2 − |n|2
))]

, (9.13)

where E denotes the expectation. Under these conditions, the secrecy capacity
(SC) is given by

Cs = max
s∈F

[I(X; Y ) − I(X; Z)], (9.14)

where F is the set of all probability density functions at the channel input under
power constrain at the transmitter, I(X; Y ) denotes the MI of the intended
receiver, and I(X; Z) represents the MI of eavesdropper (the capacity is
always positive, since due to the absence of information regarding the
transmitter configuration, the eavesdropper receives always a distorted version
of the transmitted signal).

To evaluate the influence of antenna spacing on constellation shaping and
the assured physical layer security degree, two scenarios are firstly considered:
In first scenario, the receiver knows the set of coefficients gi and fa(.). In the
second one, the receiver is unaware about the transmitter parameters, but we
admit that is able to estimate them with an error. Note that the receiver in the
second scenario can be compared to the eavesdropper. We admit an AWGN
channel for both scenarios. It is important to mention that perfect secrecy
implies I(MS; RE) = 0, with MS the sent message and RE the received
message by the eavesdropper.

For both scenarios, we assume two hypotheses regarding the antenna
spacing. In hypothesis I, the array antennas are equally spaced by d/λ = 1/4
at the transmitter. The hypothesis II assumes non-uniform spacings between
successive elements given by d/λ = 1/2, d/λ = 3/4, and d/λ = 1/2,
respectively (see Table 9.1). In both hypotheses, the set of coefficients
associated to the RF branches follows the arrangement of Table 9.1 and it
is assumed that the eavesdropper knows somehow the spacing arrangement
between antennas.

Results include MI behavior with the optimization angle θ and the MI
evolution as function of signal-to-noise ratio (SNR).
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9.4.1 Simulation Results

One thousand independent trials of Monte Carlo experiments are used to obtain
the average results of MI. Symbols sn are selected with equal probability
from a M -QAM constellation (dimensions of M = 16 and M = 64
are considered). Linear power amplification at the transmitter and perfect
synchronization are assumed. Some MI results are expressed as function of
Eb
N0

, where N0/2 is the noise variance and Eb is the energy of the trans-
mitted bits.

Both hypotheses are considered in Figures 9.6 and 9.7, where it shows the
MI evolution with the optimization angle θ for a fixed SNR value of 16 dB.
In both figures, it is assumed that the receiver knows the set of coefficients gi

used by the transmitter. It is clear that when receiver knows the transmitter
parameters, the MI is practically unaffected by the optimization angle in which
the constellation is configured (it should be noted that the intended receiver
acts like the “smart receiver” of [15]). This means that independent of the
direction in which the constellation is optimized, the authorized receiver is
able to decode with success the transmitted information. Despite this fact, the
non-uniform arrangement of the transmitter’s array shows more variability
with Θ than uniform case, due to the higher information directivity attainable
by the first one.

When the knowledge of the coefficients gi is not perfect, the distortion
effects on the transmitted constellation are comparable to nonlinear distortion
introduced by a nonlinear channel with an AM/AM and an AM/PM non-null
characteristic. It is important to note that the eavesdropper needs to estimate
correctly the arrangement of gi among the amplification branches and must
know the antenna spacing. However, this is not a realistic supposition having in
mind the previous considerations about the number of possible configurations.
Despite this fact, it is important to have an idea of the impact of estimation
errors on the MI for an eavesdropper, which will give an idea of exactness
needed for any estimation process from the eavesdropper’s side. Compare
with previous results, we also include in Figures 9.8 and 9.9 the MI results
for the case where the eavesdropper estimates the transmitter parameters with
an precision that leads to an error of ΔΘ in the estimate of the optimization
angle Θ (we admit Θ = 60◦). Clearly, the MI for the eavesdropper is severely
affected by any error affecting Θ. In both hypotheses, for low SNR, the overall
channel (constellation distortion due to error ΔΘ plus noise) is effectively
an AWGN channel and the noise’s effect predominates. In this case, the
mutual information is governed by the mean value of the noise distribution.
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Figure 9.6 MI behavior with the transmission directionΘ for the authorized user with uniform
spacing between antennas.

When the SNR is further increased, the mutual information starts to decrease
which can be explained by the fact that at high enough power, almost all
source samples fall in the nonlinear distortion caused by the estimation error
of Θ. It should be mentioned that even a small error ΔΘ can be the result
of higher phase rotations of the BPSK components that build up each
symbol of the transmitted constellation. This can be seen in MI curves of
Figure 9.8 for ΔΘ ≥ 2◦ where the MI reaches a peak around 6 dB and
decreases toward a lower value. Nevertheless, for angle errors higher than
2◦, as the Eb

N0
increases, MI curves increase toward a peak, and then, they
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Figure 9.7 MI behavior with the transmission direction Θ for the authorized user with non-
uniform spacing between antennas.

decrease again toward zero as the power is further increased. Comparing both
figures, it becomes obvious that the impact of any distortion due to angle errors
is more significant for hypothesis II. As expected, the mutual information
results of Figure 9.9, regarding non-uniform arrays, exhibit higher sensitivity
to the distortion introduced by constellation shaping. Still, for ΔΘ ≥ 2◦,
the MI curve has a similar behavior. However, angle errors higher than 2◦
affect severely the MI. It should be mentioned that we have a secrecy level of
hundred percent when the information regarding the set of coefficients gi and
the array arrangement is missing (in this case, we have a null value for MI).
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Figure 9.8 MI evolution for 16-QAM and impact of an angle error regarding the transmission
direction Θ in eavesdropper’s MI for uniform spacing between antennas.

Figure 9.9 MI evolution for 16-QAM and impact of an angle error regarding the transmission
direction Θ in eavesdropper’s MI for non-uniform spacing between antennas.
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Thus, by simple changes on array spacings, security can be improved, since the
transmitted constellation’s sensitivity to the transmission direction becomes
higher.

9.4.2 Transmitter Configuration Effects in MI and Secrecy

Previous results have shown the high sensitivity of MI against any error on
the estimation of Θ for an eavesdropper or any authorized receiver unable
to estimate exactly the transmitter’s parameters that lead to the constellation
shape optimized for Θ. However, it is not realistic to assume that Eve knows in
advance the initial configuration of the transmitter, including both coefficients
gi, the arrangement of these coefficients in the several RF branches, and
the spacing between antennas. Besides that, these results were for a specific
configuration of the transmitter and do not give an idea of the impact in MI
and SC of transmitter configuration freedom degrees such as permutations
of BPSK components between antennas and non-uniform spacing. To extend
previous analysis, we consider two options regarding the transmitter con-
figuration, namely permutations of BPSK components antennas in uniform
arrays and non-uniform spacings between antennas, and their impact on the
achievable secrecy rate of an arbitrary downlink transmission with authorized
users and a user acting as potential eavesdropper is characterized. In first
option, the antennas are equally spaced by d/λ = 1/4 at the transmitter.
In non-uniform arrangements, the spacing between antennas is always an
integer multiple of the distance d/λ = 1/4. All permutations were tested
for 16-QAM and 64-QAM constellations as well as a set of combinations for
non-uniform arrangements. Tables 9.2 and 9.3 show the combinations between
coefficients gi and antennas, for transmitters based on 16-QAM and 64-QAM
that generate constellation directivity with higher effect on the MI. Spacing
between antennas for uniform and non-uniform array arrangements are also
presented in these tables (it should be mentioned that the values are referred
to antenna 1).

Regarding Bob and Eve, two more realistic hypotheses are considered:

• I—Eve only knows the set of coefficients gi, but do not knows the array
configuration, i.e., the spacing between antennas and the direction in
which the constellation is optimized and Bob has all information about
the transmitter.

• II—Eve only estimates the set of coefficients gi that lead to a small error
ΔΘ and Bob knows all information about the transmitter.
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Table 9.2 16-QAM: gi arrangements and distances between antennas for uniform and non-
uniform arrays

16-QAM
Antenna order 1 2 3 4
coefficients 2j 1 2 j
Spacing to antenna 1 3d 4d 5d

2d 5d 8d
3d 4d 6d
3d 4d 7d

Table 9.3 64-QAM: gi arrangements and distances between antennas for uniform and non-
uniform arrays

64-QAM
Antenna order 1 2 3 4 5 6
coefficients 2j 1 2 j 4 4j
Spacing to antenna 1 8d 12d 18d 20d 21d

8d 14d 16d 17d 21d
8d 14d 16d 20d 21d
8d 14d 18d 19d 21d

Note that hypothesis II is still an optimistic one, since Eve must estimate the
coefficients gi and the array arrangement.As before, Monte Carlo experiments
were used to obtain the average results for MI, which are expressed as
function of Eb

N0
, where N0/2 is the noise variance and Eb is the energy of the

transmitted bits. In both options, symbols sn are randomly selected with equal
probability from a M -QAM constellation (values of M = 16 and M = 64
are considered). Linear power amplification at the transmitter and perfect
synchronization for both receiver types are assumed.

In hypothesis I , all possible permutations between gi coefficients and
antennas for 16-QAM and 64-QAM were performed. It was observed that MI
results for the authorized receiver (Bob) are largely unaffected by changes
on antennas permutations. This finding applies equally to both constellation
sizes as well as to the eavesdropper (the MI associated to Eve is always null).
Having in mind this behavior, in Figure 9.10, we present the MI evolution
with Θ for uniform arrays. It is important to note that the permutations
between gi and antennas presented on Tables 9.2 and 9.3 correspond to the 21st
and 679th possible permutations for the transmitters based on 16-QAM and
64-QAM, respectively. It can be seen that the MI is practically unaffected
by the optimization angle in which the constellation is configured (thus
despite the secrecy achieved, Bob is always able to decode with success the
message). Results regarding non-uniform arrays are presented in Figure 9.11.
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It is obvious that the MI is more sensitive to the direction Θ in which the
constellation is optimized. Despite this higher sensitivity, the MI values are
slightly affected over the range of the optimization angle Θ. Still, there are
some directions where the MI is lower. The cause for that relies on the
constellation shaping that may reduce significantly the separation between
constellation’s symbols in these cases. It is also worth to mention that the
MI values for Bob are practically unaffected by changes on non-uniform
arrangements between antennas for both constellations’ sizes. Similar to the
uniform arrays, the MI associated to Eve is always null for all the arrangements
previously analyzed (so the case considered here gives a good example about
the behavior of SC in non-uniform arrays). The same behavior happens even
when the gi values are known but information about the array configuration
is absent. This means that the SC, represented by Cs, is equal to the mutual
information of the authorized receiver.

From these results, it seems obvious that MI values for Bob and Eve
are similar in both options. Despite this fact, uniform and non-uniform
arrangements may have different effects on tolerance against estimation errors.
Let us now consider the hypothesis II , where Bob knows the set of coefficients
gi and Eve estimates the phase shifts between antennas with an error that
leads to an estimate Θ + ΔΘ. We assume that estimation errors ΔΘ that
are limited to the set of values 6◦, 10◦ in 16-QAM and to 4◦, 6◦ in 64-
QAM. For comparison purposes, we also include the results of hypothesis I
(Figure 9.12), where Bob has perfect information about the transmitter
parameters. The non-uniform array spacing configurations for 16-QAM and
64-QAM are those presented on Tables 9.2 and 9.3, respectively. Figures 9.13
and 9.14 show the secrecy capacities assured by uniform and non-uniform
arrangements. Clearly, in both options, the SC increases with the number
of coefficients gi involved in the definition of the constellation. For errors
on gi estimates leading to estimation errors ΔΘ higher than 6◦, as the Eb

N0
increases, SC remains practically unaffected in both constellations’ sizes.
Only for small SNR values where the system preforms poorly, even in the
absence of an eavesdropper, the secrecy rate is affected. Results of Figure 9.14,
regarding the 64-QAM, exhibit practically the same behavior, but now even for
small estimation errors, the SC values are close to the results of hypothesis I .
However, it is important to note that SC is only affected when SNR values are
below the threshold at which the system performance becomes reasonable.
For instance, to achieve a BER of 10−5 in 16-QAM and 64-QAM, the
SNR must be 14 dB and 18 dB, respectively. Above these values of SNR,
the capacity reaches its maximum value and remains constant. Results also
show that non-uniform arrays outperform the uniform ones, due to the lower
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Figure 9.12 Cs evolution with Eb
N0

for hypothesis I .

Figure 9.13 SC evolution for 16-QAM and impact of angle estimation error ΔΘ.
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Figure 9.14 SC evolution for 64-QAM and impact of angle estimation error ΔΘ.

tolerance against any estimation error. This low tolerance, together with the
complexity, means that the computational load associated to any interception
by Eve can be prohibitive, due to the high number of parameters that must
be estimated (the same conclusion is still valid for uniform configurations).
Additional increases on security can be achieved by changing dynamically
between successive transmitted blocks the configuration of coefficients gi

according to a pattern known by the transmitter and the intended user. This
information directivity can be also useful to separate data streams among
users in a multi-user wireless communication massive MIMO environment,
where for each user, it used a different antennas’ subset and consequently a
different constellation shaping. Massive MIMO turns possible the association
of beamforming with this scheme of information directivity to isolate data
streams and eliminate residual interference among users.

9.5 Conclusions

It became obvious that a multi-antenna transmission structure with constella-
tion shaping can be used to achieve physical layer security. The multi-antenna
transmitter based on multilevel modulation decomposition as a sum of BPSK
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components introduces channel-independent security at the physical layer
without sacrifices on spectral and power amplification efficiencies. From
previous analysis, it became obvious that information directivity provided by a
multi-antenna power-efficient transmission structure can assure physical layer
security. The decomposition of the signal associated to a given constellation
as the sum of Nm BPSK signals that are posteriorly combined at channel
level assures an optimization of the transmitted constellation in a specific
direction Θ that must be known by the receiver. Secrecy is assured for several
configurations of the transmitter and even can be increased using non-uniform
spacing between the antennas or changing other parameters. The low tolerance
of MI against estimation errors of Θ implies that the set of transmitter gi

coefficients as well as the shaping of the constellation should be perfectly
known by the eavesdropper, which means that the complexity involved
in a real-time estimation process can be prohibitive for any unauthorized
interception. Obviously, the level of security can be increased by dynamic
changes on mapping rule and constellation shaping as well as through the
optimization of the constellation directivity with other array configurations.
Further research should analyze the influence of the array configuration and
how these signals can be used together with beamforming supported by
massive MIMO systems to mitigate interference among several users sharing
the same channel.
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Abstract

In vehicle delay-tolerant networks (VDTNs), current routing algorithms select
relay vehicles based on either vehicle encounter history or predicted future
locations. The former method may fail to find relays that can encounter
the target vehicle in a large-scale VDTN, while the latter method may not
provide accurate location prediction due to traffic variance. Therefore, these
methods cannot achieve high performance in terms of routing success rate
and delay. In this chapter, we aim to improve the routing performance in
VDTNs. We first analyze vehicle network traces and observe that (i) each
vehicle has only a few active sub-areas that it frequently visits and (ii) two
frequently encountered vehicles usually encounter each other in their active
sub-areas. We then propose active area-based routing (AAR) method which
consists of two steps based on the two observations correspondingly. AAR
first distributes a packet copy to each active sub-area of the target vehicle
using a traffic-considered shortest path spreading algorithm, and then in each
sub-area, each packet carrier tries to forward the packet to a vehicle that has
high encounter frequency with the target vehicle. Furthermore, we propose
a distributed AAR (DAAR) to improve the performance of AAR. Extensive
trace-driven simulation demonstrates that AAR produces higher success rates
and shorter delay in comparison with the state-of-the-art routing algorithms
in VDTNs. Also, DAAR has a higher success rate and a lower average delay
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compared with AAR since information of dynamic active sub-areas tends to
be updated from time to time, while the information of static active sub-areas
may be outdated due to the change of vehicles’ behaviors.

Keywords: VDTN, Active area, Routing algorithm.

10.1 Introduction

Recently, the problem of providing data communications in vehicle networks
(VNETs) has attracted a lot of attention. Vehicle delay-tolerant networks
(VDTNs) create a communication infrastructure composed by vehicle nodes,
which offers a low-cost communication solution without relying on base
stations. In this chapter, we focus on routing algorithms in VDTNs.

Current routing algorithms in VDTNs can be classified into three cate-
gories: contact [1–4]-, centrality [5–7]-, and location [8–11]-based routing
algorithms. Based on the fact that vehicles which encountered frequently
in the past tend to encounter frequently in the future, contact-based routing
algorithms relay packets according to the encounter history. In centrality-
based algorithms, a packet carrier forwards the packet to the vehicle with
the highest centrality, i.e., the vehicle that can encounter more vehicles.
However, in the contact- and centrality-based algorithms, a packet carrier
may fail to find relays that can encounter the target vehicle in a large-scale
VDTN with thousands of vehicles on a very large area, leading to low routing
efficiency.

Location-based routing algorithms predict the future locations of vehicles,
find the shortest path from the source vehicle to the target vehicle, and select
the vehicles with trajectories on the shortest path as relay vehicles. These
algorithms require highly accurate prediction so that relay vehicles and the
packet carrier will be close to each other in a certain short distance (e.g.,
less than 100 meters). However, it is difficult to achieve accurate prediction
because vehicles have high mobility and vehicle trajectories are greatly
influenced by many random factors such as the traffic and speed of vehicles.
Also, since the shortest path is determined without considering the traffic,
there may be few vehicles on the path. Therefore, if the selected relay vehicle
is missed due to low prediction accuracy, it is difficult to find other relay
candidates, which leads to low routing efficiency.

Therefore, current routing algorithms cannot achieve high performance in
terms of routing success rate and delay. In this chapter, we aim to improve the
routing performance in VDTNs. We first analyze real vehicle network (VNET)
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Roma [12] and SanF [13] traces and gain the following two observations:
(i) Each vehicle has only a few active sub-areas in the entire VDTN area that
it frequently visits and (ii) two frequently encountered vehicles usually have
high probability to encounter each other in their active sub-areas, while have
very low probability to encounter each other in the rest area on the entire
VDTN area. We then propose active area-based routing method (AAR) which
consists of two phases based on the two observations correspondingly.

As shown in Figure 10.1, unlike the contact- and centrality-based routing
algorithms that search the target vehicle in the entire VDTN area, AAR
constrains the searching areas to the active sub-areas of the target vehicle,
which greatly improves the routing efficiency. AAR first distributes a packet
copy to each active sub-area of the target vehicle, and then in each sub-area,
each packet carrier tries to forward the packet to a vehicle that has high
encounter frequency with the target vehicle. Specifically, AAR consists of
the following two algorithms for these two steps.

Traffic-considered shortest path spreading algorithm. It jointly considers
traffic and path length in order to ensure there are many relay candidates
in the identified short paths to efficiently distribute multiple packet copies.
Figure 10.2 shows an example of the basic idea of our traffic-considered
shortest path spreading algorithm. Current location-based routing algorithms
relay the packet from road intersection a to b through the shortest path (i.e.,
the dotted line) but fail to consider whether there are enough relay vehicles in
the path. If the shortest path only consists of small roads with less traffic, it
leads to a long time for a packet to reach the target sub-area. In our spreading
algorithm, the packet is routed along the circuitous path (i.e., the solid line)
which consists of main roads that are full of traffic. Then, the packet can easily
find next hop relay vehicle and reach b faster in spite of the longer length of
the path.

Figure 10.1 Current routing algorithm vs. AAR.
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Figure 10.2 An example of the traffic-considered shortest path spreading algorithm.

Contact-based scanning algorithm. It restricts each packet copy in its
responsible active sub-area to find relay vehicles with high encounter fre-
quencies with the target vehicle. Specifically, the packet copy is forwarded
to vehicles traveling in different road sections so that it can evenly scan the
sub-area.

By avoiding searching the non-active sub-areas of the target vehicle as in
the contact- and centrality-based routing algorithms, AAR greatly improves
routing efficiency. Instead of pursuing the target vehicle as in the location-
based routing algorithms, each packet copy in an active sub-area of the target
vehicle is relayed by vehicles with high encounter frequency with the target
vehicle, thus bypassing the insufficiently accurate location prediction problem
in location-based routing algorithms.

To sum up, the main contributions of this chapter are as follows:

1. We analyze two real VNET Roma and SanF traces, which serve as the
foundation for our proposed routing algorithm for VNETs.

2. We propose a traffic-considered shortest path spreading algorithm to
spread different copies of a packet to different active sub-areas of the
target vehicle efficiently.

3. We propose a contact-based scanning algorithm in each active sub-area
of the target vehicle to relay the packet to the target vehicle.

This chapter is an extension of our original work [14]. In this chapter, we
further propose a contact-based scanning algorithm in order to improve the
routing performance of the original work. The rest of this chapter is organized
as follows. Section 10.2 presents the related work. Section 10.4 measures and
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analyzes the pattern of vehicles’ trajectories and the distance among different
encounter locations of pairs of vehicles in two real VNET traces. Section 10.5
introduces the detailed design of AAR. In Section 10.6.3, the performance of
AAR is evaluated by trace-driven experiments in comparison with the state-of-
the-art routing algorithms. Section 10.7 summarizes the chapter with remarks
on our future work.

10.2 Related Work

Current routing algorithms in VDTNs can be classified into three categories:
contact-based [1–4], centrality-based [5–7, 15], and location-based [8–11]
routing algorithms.

In the category of contact-based routing algorithms, PROPHET [1] simply
selects vehicles with higher encounter frequency with target vehicles for rela-
ying packets. PROPHET is improved by MaxProp [2] with the consideration
of the successful deliveries history. R3 [3] considers not only the encounter
frequency history, but also the history of delays among encounters to decrease
the routing delay performance. Zhu et al. [4] found that two consecutive
encounter opportunities drop exponentially and, based on the observation,
improved the prediction of encounter opportunity by Markov chain to design
the routing algorithm in vehicle networks.

In the category of centrality-based routing algorithms, PeopleRank [5] is
inspired by the PageRank algorithm, which calculates the rank of vehicles and
forwards packets to the vehicles with higher ranks. SimBet [6] identifies some
bridge nodes as relay nodes which can better connect the VNETs by centrality
characteristics to relay packets. Instead of directly forwarding packets to
target nodes, Bubble [7] clusters the nodes to different communities based
on encounter history and still utilizes the bridge nodes to forward packets to
the destination community. However, though vehicles with high centrality can
encounter more vehicles, they may not have a high probability of encountering
the target vehicle.Also, the main problem in both contact- and centrality-based
routing algorithm is that packets may hardly encounter suitable relay vehicle
due to the low encounter frequencies among vehicles in a large-scale VDTN.

In the category of location-based routing algorithms, GeOpps [8] directly
obtains the future location of the target vehicle from GPS data and spreads
packets to certain geographical locations for routing opportunities through
shortest paths. GeoDTN [9] encodes historical geographical movement infor-
mation in a vector to predict the possibility that two vehicles become
neighbors. Wu et al. [10] exploited the correlation between location and time in
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vehicle mobility when they used trajectory history to predict the future location
of the target vehicle in order to improve the prediction accuracy. Instead of
predicting exact future location, DTN-FLOW [11] divides the map to different
areas and predicts the future visiting area of vehicles, which improves the
routing performance since it is much easier to predict the future visiting areas
than exact future locations. However, as indicated previously, the location-
based algorithms may lead to low routing efficiency due to insufficiently
accurate location prediction due to traffic and vehicle speed variance.

A number of multi-copy routing algorithms have been proposed.
Spyropoulos et al. [16] introduced a “spray” family of routing schemes
that directly replicate a few copies by source vehicle into the network and
forward each copy independently toward the target vehicle. R3 [3] simply
adopts the “spray” routing schemes based on its own single-copy routing.
Bian et al. [17] proposed a scheme for controlling the number of copies per
packet by adding an encounter counter for each packet carrier. If the counter
reaches the threshold, then the packet will be discarded by the packet carrier.
Uddin et al. [18] minimized the energy efficiency by studying how to control
the number of copies in a disaster-response application, where energy is a vital
resource. However, in current multi-copy routing algorithms, different copies
of each packet may search the same area on the entire VDTN area, which
decreases routing efficiency. AAR spreads different copies of each packet to
different active sub-areas of the target vehicle.

10.3 Identification of Each Vehicle’s Active Sub-areas

Current routing algorithms search the target vehicle in the entire VDTN map,
which leads to low routing efficiency since some routing paths may be outside
of the active sub-areas of the target vehicle. Using multi-copies to search in
different active sub-areas of the target vehicle can improve routing efficiency.
Because our trace measurement uses the concept of each vehicle’s active sub-
areas, we first introduce our method of identification of each vehicle’s active
sub-areas in this section before we introduce our trace measurement.

In the entire VDTN map, a road section is the road part that does not
contain any intersections and it is denoted by the two IDs of intersections
on its two ends such as ab in Figure 10.2. Then, instead of searching target
vehicle v on the entire VDTN map, we only direct packets to search in the
road sections where the target vehicle v visits frequently. We call these road
sections the active road sections of vehicle v. To be more specific, we define
the set of active road sections of vehicle v (denoted by Sv) by
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Sv = {∀s ∈ S|f(s, v) > r} (10.1)

where S is the set of all road sections, f(s, v) is the frequency that vehicle v
visits road section s, and r is a visit frequency threshold. A smaller threshold
r leads to more road sections in the Sv and a larger routing area and vice
versa. In this chapter, we set r = 7 and r = 5 in Roma and SanF traces,
respectively.

Sending a packet copy to each active road section of the target vehicle
generates many packet copies and high overhead. Actually, sending a packet
copy to a set of connected active road sections is sufficient because the copy can
be forwarded to vehicles traveling along all these road sections to search the
target vehicle. We define an active sub-area of a vehicle as a set of connected
active road sections of the vehicle. We propose a method to create the active
sub-areas of each vehicle by following rules:

1. Each sub-area of a vehicle consists of connected road sections of the
vehicle so that a packet copy can scan the entire sub-area for the target
vehicle without the need of traveling on the inactive road sections.

2. Each sub-area of a vehicle should have similar number of road sections
so that the load balance on the size of scanning sub-areas of multiple
copies can be guaranteed.

Specifically, our active sub-area identification algorithm works as follows:

1. First, we transform the entire VDTN map to a graph. We consider each
road section as a node and connect two nodes if the corresponding two
active road sections share the same road intersection. Also, we tag each
node with weight 1. Then, the areas’ division problem is translated to a
graph partition problem.

2. Next, as shown in Figure 10.3, we continually select a directly connected
node with the smallest sum of weights, remove the edges between these
two nodes, merge them to one node, and set its weight to the sum. If
all pairs of directly connected nodes have equal sum of weights, we
randomly select a node pair to merge.

3. We repeat step (2) until the number of nodes equals the number of active
sub-areas required. Then, the corresponding road sections in one node
constitute an active sub-area.

In the above process, two disconnected nodes cannot be merged, which
guarantees that the road sections in each active sub-area are connected.
Also, since the weight of a node represents the number of road sections
corresponding to the node, merging two nodes with the smallest sum of weights
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Figure 10.3 Active sub-area identification.

can constrain the difference between the number of road sections in different
active sub-areas.As a result, the above two rules are followed, which facilitates
the execution of our proposed routing algorithm. The active sub-areas of each
vehicle and the entire VDTN map are stored in each vehicle in VDTN. When
a vehicle joins in the VDTN, it receives this information.

10.4 Trace Measurement

In order to design a new routing algorithm to improve the performance of
current routing algorithms, we first need to better understand the pattern
of vehicles’ trajectories and the relationship between vehicle contact and
location. Therefore, we analyze the real-world VNET Roma and SanF traces
gathered by taxi GPS in different cities, referred to as Roma [12] and
SanF [13]. The Roma trace contains mobility trajectories of 320 taxies in
the center of Roma from February 1 to March 2, 2014. The SanF trace
contains mobility trajectories of approximately 500 taxies collected over
30 days in San Francisco Bay Area. Our analysis focuses on following
two aspects:

1. Vehicle mobility pattern. We expect to find out whether the movement of
each vehicle exhibits a certain pattern. If each vehicle frequently visits a
few sub-areas in the entire VDTN area, then our routing algorithm only
needs to search these sub-areas of a target vehicle in order to improve
routing efficiency.

2. Relationship between contact and location. Contact- and centrality-based
routing algorithms search vehicles that have high encounter frequency
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with the target vehicle in the entire VDTN area. If we can identify the
locations that the vehicles frequently meet the target vehicle, we can
reduce the relay search area to improve the routing efficiency. Therefore,
we expect to find out whether such locations can be identified.

10.4.1 Vehicle Mobility Pattern

In order to measure the pattern of vehicles’ mobility on the entire VDTN area,
we normalize the total driving time of each vehicle to 100 hours and normalize
its real visiting time on each road section by

t(si, vi) =
100 × t(si, vi)

tvi

(10.2)

where si denotes road section si,vi denotes vehicle i, t(si, vi) is the normalized
visiting time of vehicle vi on road section si, tvi is the real total driving
time of vehicle vi, and t(si, vi) is the real visiting time of vehicle vi on
road section si. We then calculate the deviation of visiting time of vehicle
vi (Dvi) by

Dvi =
1

|S|
∑
i∈S

(t(si, vi) − tvi)
2 (10.3)

where S is the set of all the road sections in the entire VDTN map and tvi is the
average visiting time of vehicle vi per road section. Since the total visiting time
of each vehicle is normalized to 100 hours and S is fixed, tvi is a fixed value
100
|S| for any vehicle vi. Figure 10.4 shows the distributions of the deviation of
visiting time of vehicles in the Roma and SanF traces. The high deviations of
most vehicles indicate that these vehicles’ trajectories are unevenly distributed
among road sections, and they frequently visit a few road sections.

Next, we measure the percentage of time of vehicles spent on their active
sub-areas. Figure 10.5 shows the distribution of the percentage of time of
vehicles spent on active area. As we can see, most vehicles spent more than
90% of time on their active sub-areas. Also, as shown in Figure 10.6, our
measurement shows that usually the total size of active sub-areas of each
vehicle is smaller than 10% of the size of the entire VDTN area. From
Figures 10.4 and 10.5, we conclude our first observation (O1) as follows:

O1: Each vehicle has its own active sub-areas which are usually very small
comparing to the entire VDTN map.
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Figure 10.4 Deviation of visiting time of vehicles.

Figure 10.5 Percentage of time spent on active sub-areas.

Figure 10.6 Percentage of size of the entire map.

Based on this observation, we can constrain the areas of searching the target
vehicle to its active sub-areas. Then, routing of packets on inactive areas of
the target vehicle can be avoided and the routing efficiency can be improved.
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10.4.2 Relationship between Contact and Location

First, we define a pair of vehicles as frequently encountered pair of vehicles if
they encounter more than 10 times. Then, for any frequently encountered pair
of vehicles vi and vj that frequently meet each other, we calculate the average
distance d(vi, vj) by

d(vi, vj) =

n∑
i=1

di(vi, vj)

|n| (10.4)

where di(vi, vj) is the shortest distance between the ith encounter location
and the shared active sub-areas of vehicles vi and vj , and n is the number
of encounters happened between these two vehicles. Figure 10.7 shows the
distribution of the average distances of pairs of vehicles that encountered
frequently in the Roma and SanF traces. We find that for most pairs of vehicles,
their encounter locations are nearby their active sub-areas. Actually, most
encounters are happened in their active sub-areas (i.e., encounter locations
with average distance 0). Therefore, we conclude our second observation (O2)
as follows:

O2: The frequently encountered vehicles usually encounter each other in their
active sub-areas.

Based on this observation, we can use contact-based routing in each active
sub-area of the target vehicle rather than the entire VDTN map, which will
greatly improve the routing efficiency.

Figure 10.7 Distance from encounter locations to active sub-areas.
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10.5 Active Area-based Routing Method

Before introducing the detailed design of AAR, we first give an overview of
the routing process for a packet in AAR. The active sub-areas of each vehicle
and the entire VDTN map are stored in each vehicle in the VDTN statically.
When a vehicle joins the VDTN, it receives this information.

1. In the traffic-considered shortest path spreading algorithm, the source
vehicle spreads different copies of the packet to the target vehicles’active
sub-areas through paths with short distance and more traffic, as shown in
the left part of Figure 10.8. Different from current location-based routing
algorithms, we identify the spreading paths with the consideration of
not only the physical distance of the paths but also the traffic condition
in order to have enough relay vehicle candidates in spreading, which
improves the spreading efficiency.

2. In the contact-based scanning algorithm, a packet copy in an active sub-
area continually scans the sub-area until it encounters the target vehicle
or a vehicle that can encounter the target vehicle more frequently as
a relay vehicle, as shown in the right part of Figure 10.8. Since the
scanning focuses on the active sub-areas of the target vehicle that it visits
frequently and also encounters its frequently encountered vehicles, the
routing efficiency is improved.

In the following, we introduce these two algorithms. As the work in [19],
we assume that each road intersection is installed with a road unit. The road
unit can send information to and receive information from nearby vehicles

Figure 10.8 An example of the routing process.
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Figure 10.9 The shortest path to different sub-areas.

and store information. The road units help to calculate traffic and receive and
forward packets.

10.5.1 Traffic-Considered Shortest Path Spreading

To spread the copies of a packet to different active sub-areas of the target
vehicle, as we indicated previously, if we directly calculate the shortest path
only based on the distance, the identified path may have few vehicles to
function as relays, which leads to low routing efficiency. Therefore, our traffic-
considered shortest path spreading algorithm jointly considers distance and
traffic in selecting a spreading path. To spread the multiple packet copies, the
source vehicle can send a copy to each sub-area individually, which however
generates high overhead. To handle this problem, our spreading algorithm
builds the spreading path tree that combines common paths of different copies
in copy spreading. For example, Figure 10.10 shows an example of such a
spreading path tree to spread packet copies to active sub-areas as shown in
Figure 10.10, where letters a − i represent the road units. Then, the copies of
a packet are relayed to their responsible active sub-areas one road unit by one
road unit through vehicles. Each source vehicle needs the traffic information
in determining the spreading path. Below, we first introduce how the traffic is
calculated and dynamically updated in each vehicle in Section 10.5.1.1. We
then introduce the details of our spreading algorithm in Section 10.5.2.
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Figure 10.10 An example of spreading path tree.

10.5.1.1 Road traffic measurement
Road traffic varies from time to time. Therefore, it is necessary to measure
the road traffic dynamically. Each road unit in each intersection measures the
traffic of each road section as follows:

1. When a vehicle v passes intersection a, vehicle v sends ID of the previous
road unit it passed to road unit in intersection a (denoted by ua).

2. Road unit ua periodically updates the traffic in road section ab by

T t
ba = αT t−1

ba + (1 − α)N t
ba (10.5)

where T t
ba is the traffic from intersection b to a at time t and N t

ba is the number
of vehicles that have pass through intersection b to a during the time period.

Also, each vehicle updates its road traffic information via two ways as
follows:

1. When a vehicle va passes road unit ua, road unit ua sends its stored traffic
information to vehicle v.

2. When vehicles va and vb encounter each other, they exchange their stored
traffic information. Then, the vehicles compare and update the traffic
information of each road section with updated information.

10.5.1.2 Building traffic-considered shortest path tree
Based on the traffic information, we introduce our algorithm for each vehicle
to build the traffic-considered shortest path tree to spread packet copies to
different active sub-areas.

1. First, we introduce a metric called traffic-considered distance that jointly
considers the distance and traffic of a road section:

Dba =
dba

Tba
(10.6)
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where Tba is the updated traffic from intersection b to a, dba is the physical
distance length between b and a, and Dba is traffic-considered distance
from b to a. It is not necessary that Dba = Dab. Using this metric in
selecting spreading path, we can find path with shorter distance and
higher traffic (i.e., more relay candidates), which can improve the routing
efficiency.

2. Recall that an active sub-area of a target vehicle consists of several
connected road sections. In order to successfully send a packet copy
to a sub-area, a source vehicle must send the copy to an intersection of
one road section in the sub-area. To find the path with minimum traffic-
considered distance for a sub-area, the source vehicle first builds a graph,
in which the nodes are the intersection it will pass and all the intersections
of the road sections in the sub-area, two nodes are connected if their
corresponding intersections are connected by a road section, and the
weight of each edge equals the traffic-considered distance. It then finds
the shortest path to each road intersection using the Dijkstra algorithm.
Among these paths, it further picks up the shortest path as the shortest
path to the sub-area.

3. After the source vehicle calculates the shortest paths to all the active sub-
areas of the target vehicle, it combines the common paths in these shortest
paths to build the spreading path tree. For example, paths a → b →
d → c, a → b → d → e, a → b → d → g → h, a → b → d → g → f ,
and a → b → d → e → i are combined to a tree by merging the
same road intersections on different paths (as shown in Figures 10.9 and
10.10), so that copies can be spread efficiently.

When the source vehicle arrives at the next road unit, i.e., ua, it drops the
packet to ua. When a vehicle traveling to road unit ub passes ua, ua sends a
packet copy to the vehicle, which will drop the packet to ub. ub will send a
copy to ud through a vehicle traveling to ud. Then, ud sends packet copies to
three vehicles traveling to ue, ug, and uc, respectively. This process repeats
until all road units in the spreading path tree receive a packet copy.

10.5.2 Contact-based Scanning in Each Active Sub-area

After a packet copy arrives at an active sub-area of the target vehicle, the packet
carriers (i.e., road units and vehicles) use the contact-based scanning algorithm
in the sub-area to forward the packet to the target vehicle.As in current contact-
based routing algorithms, each vehicle records its contact frequency to others
and exchange such information upon entering. Therefore, a packet carrier
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can judge whether its encountered vehicle is a better packet carrier, i.e., has
a higher encounter frequency with the target vehicle. In our contact-based
scanning algorithm, the packet is being forwarded to vehicles traveling in
different road sections in order to evenly scan the sub-area to meet the target
vehicle. During the scanning process, if the packet carrier meets a vehicle
which is a better packet carrier or can lead to more even scanning, it forwards
the packet to this entered vehicle. Once a packet carrier is about to leave the
active sub-area, it drops the copy to the boundary road unit of the sub-area,
which will forward the packet to the vehicle whose traveling direction is the
road section that should be scanned.

10.5.2.1 Maintaining scanning history table
In order to ensure that the entire active sub-area can be scanned by a
packet, each packet maintains a scanning history table. The scanning history
table records the scanning history of the packet. For example, as shown in
Table 10.1, each road section in the sub-area has a time stamp which is its last
scanning time. A road unit chooses the road section that has the oldest time
stamp among the reachable road sections as the next scanning road section.
For example, as shown in Figure 10.11, from intersection c, the road sections
that can be scanned are road sections ac, cd, and cf , while road section ef
cannot be scanned. Since road section cd has the oldest time stamp, it is the
next scanning road section. Once a packet finishes scanning a road section,
the time stamp of this road section in its scanning history table is updated with
the current time.

10.5.2.2 Routing algorithm in a sub-area
We adopt the method in [1] to measure the encounter frequency of each pair
of vehicles. Specifically, the contact utility is calculated every time when once
two vehicles encounter by

C(vi, vj) = Cold(vi, vj) + (1 − Cold(vi, vj)) × Cinit(vi, vj) (10.7)

Table 10.1 An example of active sub-area information table
Road Section Time Stamp Road Section Time Stamp
ac 1:01 fg 1:14
bd 1:12 fh 1:03
cd 0:00 gi 1:09
cf 1:02 hi 1:06
dg 1:13 hj 1:05
ef 1:16 ik 1:08
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Figure 10.11 An example of the scanning road section selection.

where C(vi, vj) is the updated encounter frequency utility; Cold(vi, vj) is the
old encounter frequency utility; and Cinit(vi, vj) is the initial value of contact
utility of all the pairs of vehicles, which is set to a value selected from (0, 1).
This definition ensures that the two vehicles with a high encounter frequency
have a larger encounter frequency utility.

Below, we explain the contact-based scanning algorithm. Recall that the
traffic-considered shortest path algorithm sends a packet copy to a road unit
in an active sub-area of the target vehicle. Then, the contact-based scanning
algorithm is executed. First, the road unit determines the road section that
the packet should scan, which is the road section that has the oldest scan
time stamp among the reachable road sections, as explained previously. Then,
the road unit will forward the packet to the passing vehicle, say vi, with the
direction to the selected road section. When vi travels along the road section,
for each of its encountered vehicle vj , if vj has a higher contact utility to the
target vehicle or vj’s direction has a smaller time stamp, then vi’s direction in
the scanning history table of the packet among all the reached road sections,
vi forwards the packet to vj . After a vehicle finishes scanning a road section,
it drops the packet to the road unit on the intersection in the end of this road
section. If a vehicle is leaving the active sub-area, it also drops the packet to
the boundary road unit. Then, the road unit decides the next scanning road
section and the process repeats until the packet meets the target vehicle.

As shown in Section 10.4, the target vehicle spends most of traveling time
in its active sub-areas and also it meets its frequently encountered vehicle’s
active sub-areas. Therefore, scanning the target vehicle’s active sub-areas and
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relying on vehicles with high contact utilities with the target vehicle in routing
can greatly improve routing efficiency and success rate.

10.5.3 Distributed Active Sub-area Updates

In AAR, we adopt static active sub-area information of vehicles for the
routing and the information is stored to a vehicle once it joins the network.
However, the active sub-areas of vehicles may change from time to time.
Once a vehicle’s sub-areas are changed, this information needs to be updated
in the system. Also, once there is a new vehicle joining the VDTN, it
needs to notify all the other vehicles with its active sub-area information.
In this section, we design a distributed AAR (DAAR) routing method which
enables vehicles to dynamically update the information of active sub-areas of
vehicles in a distributed manner. In this method, each node maintains a table
recording the sub-area information of all other vehicles. Once two vehicles
meet each other, they update the tables. Therefore, instead of adopting the
static information from the beginning when vehicles participate in the network,
vehicles can dynamically maintain and update the active sub-areas information
of other vehicles they contacted frequently from time to time distributedly. We
introduce the detailed process for building and maintaining the active sub-area
information table as follows.

10.5.3.1 Building the active sub-area information table
In order to share the information of the dynamic active sub-areas of vehicles in
a distributed manner, in the DAAR method, each vehicle maintains an active
sub-area information table by itself. For example, as shown in Table 10.2,
the active sub-area information table stores the active road sections, visited
frequencies, and updating times of each corresponding vehicle. Based on the
visiting frequency stored in its active sub-area information table, a source
vehicle can select a number of top frequently visited active sub-areas of the
target vehicle to send packets. For example, if a packet is allowed to have
three copies in routing, then the source vehicle selects the active sub-areas
with top three visiting frequencies.

Table 10.2 An example of active sub-area information table
Location Visited Frequency Updated Time
Road a 1 1:00
Road b 1 5:00
Road c 2 2:00
Road d 1 14:00
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10.5.3.2 Maintaining the active sub-area information table
After vehicle vi has updated its own active sub-area information, it needs
to notify other vehicles about this update. Below, we introduce how another
vehicle, say vehicle vj , builds and maintains the active sub-area information
of vehicle vi.

1. When vehicle vi sends a routing packet to target vehicle vj , vehicle vi

piggybacks its active sub-area information on the packet to vehicle vj .
2. Once vehicle vj receives the packet and the active sub-area information

from vehicle vi, vehicle vj updates the active sub-area information of
vehicle vi by the new active sub-area information and changes the
corresponding updating time to the current time stamp.

Besides obtaining the active sub-area information of vehicle vi from vehicle
vi itself, vehicle vj can also update the active sub-area information of vehicle
vi from other vehicles as follows.

1. Once vehicle vj encounters a vehicle, say vehicle vk. If vk is vi, go to
Step (4); otherwise, go to Step (2).

2. Vehicle vj checks the corresponding updating time of vehicle vi’s
active sub-area information in the active sub-areas information table of
vehicle vk. If the updating time is later than the updating time of vehicle vi

in vj’s active sub-areas information table, go to Step (3); otherwise, go
to Step (4).

3. Vehicle vj updates vehicle vi’s active sub-area information and the
corresponding updating time by the information in the active sub-areas
information table of vehicle vk.

4. Vehicle vj updates the active sub-area information of vehicle vi by the
new active sub-area information and changes the corresponding updating
time to the current time stamp.

Based on the active sub-area information table, we can dynamically update the
active sub-area information. At the same time, vehicles’ frequently contacted
active sub-areas’ information is more likely to be updated.

10.6 Performance Evaluation

In order to evaluate the performance of AAR, we conduct the trace-
driven experiments on both the Roma and SanF traces in comparison with
DTN-FLOW [11], PeopleRank [5], and PROPHET [1] algorithms. DTN-
FLOW represents location-based routing algorithms, PeopleRank represents
centrality-based routing algorithms, and PROPHET represents contact-based



306 Active Sub-Areas-Based Multi-Copy Routing in VDTNs

routing algorithms. The details of the algorithms are introduced in
Section 10.2. We measure the following metrics:

1. Success rate: The percentage of packets that successfully arrive at their
destination vehicles.

2. Average delay: The average time per packet for successfully delivered
packets to reach their destination vehicles.

3. Average number of hops: The average number of hops per packet routing
for the packets successfully delivered to their destination vehicles.

In our experiments, the number of active sub-areas of the target vehicle
depends on the number of multiple copies of the packet. To be more specific,
we spread one copy of a packet to each active sub-area and, therefore, the
number of active sub-areas equals the number of multiple copies.

10.6.1 Performance with Different Number of Copies

Since our algorithm is designed for multi-copy routing, we compare AAR
with the other three algorithms with multiple copies of each packet replicated
by the spray and wait multi-copy routing algorithm [16] for fair comparisons.
Figures 10.12(a) and 10.13(a) show the success rates with different numbers
of copies per packet in the Roma and SanF traces, respectively. Generally, the
success rate ofAAR is higher than the success rate of DTN-FLOW, the success
rate of DTN-FLOW is higher than the success rate of PeopleRank, and the
success rate of PeopleRank is higher than the success rate of PROPHET. The
performance of DTN-FLOW is better than PeopleRank since DTN-FLOW
divides the very large area to sub-areas and avoid to search the target vehicles
on a very large area. AAR performs better than DTN-FLOW since AAR
considers the encounter history. PROPHET performs the worst, since it is
difficult to encounter a vehicle that encounters the target vehicle frequently

(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.12 The performance with different number of copies on Roma trace.
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(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.13 The performance with different number of copies on SanF trace.

in the very large area. Figures 10.12(b) and 10.13(b) show the average delays
with different numbers of copies per packet. Generally, the average delay
of PROPHET is higher than the average delay of PeopleRank, the average
delay of PeopleRank is higher than the average delay of DTN-FLOW, and the
average delay of DTN-FLOW is higher than the average delay of AAR. The
delay of PROPHET is the largest, since the copies of a packet waste most time
outside of active sub-areas where target vehicle barely visits brought by relay
vehicles, as shown in the left part of Figure 10.1. The delay of DTN-FLOW is
smaller than PROPHET since DTN-FLOW limits the routing paths in certain
sub-areas. The delay of AAR is the smallest, since AAR not only spreads
each copy to its responsible active sub-area efficiently by traffic-considered
paths, but also scans different active sub-areas with the help of vehicles that
encounter target vehicles frequently simultaneously.

Figures 10.12(c) and 10.13(c) show the average number of hops with
different numbers of copies per packet. Generally, the average number of hops
of AAR is larger than the average number of hops of PeopleRank, the average
number of hops of PeopleRank is larger than the average number of hops of
DTN-FLOW, and the average number of hops of DTN-FLOW is higher than
the average number of hops of PROPHET. The number of hops of PROPHET
is the smallest since the packets are directly forwarded to the vehicles with
high probability to encounter the target vehicles. However, PROPHET has
very low success rate due to such a routing strategy. The number of hops of
DTNFLOW is also very small since the packets wait in the landmarks most
of the time. The number of hops of PeopleRank is larger than PROPHET
and DTNFLOW since the packets are forwarded only by the PeopleRank
value without any reachability information to different vehicles. AAR uses the
most number of hops than other methods since AAR keeps scanning vehicles’
active sub-areas by different vehicles’ one road section by one road section.
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Although AAR uses most number of hops, AAR has highest success rates and
shortest average delays than PROPHET, DTNFLOW, and PeopleRank.

Then, we analyze the influence of the number of copies per packet to
different algorithms. As shown in Figures 10.12 and 10.13, when there is only
1 copy, the performance (include success rate, average delay, and average
number of hops) of AAR is a little worse than PeopleRank and SimBet,
since AAR is designed for multi-copy only and each copy can search in its
community only before it encounters the destination community. However,
when the number of copies is slightly increased, the performance of AAR
is improved significantly and exceeds the other three algorithms. This is
because our weak tie multi-copy-based routing algorithm carefully allocates
the different copies and fully utilizes each of the copies.

10.6.2 Performance with Different Memory Sizes

Besides the number of copies per packet, the memory size of each vehicle also
influences the performance. Therefore, we analyze the influence of memory
size to different algorithms. Figures 10.14 and 10.15 show the success rates,
average delays, and average numbers of hops with different memory sizes,
where we suppose that 1 unit memory (horizontal axis) can store 1 packet.

(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.14 The performance with different memory sizes on Roma trace.

(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.15 The performance with different memory sizes on SanF trace.
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Generally, PeopleRank is more sensitive to the memory size thanAAR,AAR is
more sensitive to the memory size than DTN-FLOW, and DTN-FLOW is more
sensitive to the memory size than PROPHET. The performance of PeopleRank
is very sensitive to the memory size, since all the packets tend to be forwarded
to few vehicles with very high PeopleRank values and the limited memory
size can significantly influence the routing process negatively. PROPHET
is insensitive to the memory size, since the packets only tend to find those
specific vehicles with high probability to encounter the target vehicles, which
guarantees load balance. However, PROPHET generates low success rate and
long delay due to the reasons we mentioned in Section 10.6.1. DTNFLOW is
also not sensitive to the memory size since each packet is relayed in limited
times from one landmark to another landmark. The performance success
rate and average delay of AAR are slightly improved with the increasing
memory size since a larger memory size allows packets to scan sub-areas
more frequently.

To sum up, AAR has the highest success rate and the lowest average delay.
However, AAR is a little sensitive to the number of copies and the memory
size. DTNFLOW and PeopleRank have the medium success rate and average
delay. However, PeopleRank is very sensitive to the number of copies and
the memory size. DTNFLOW and PROPHET are not sensitive to the number
of copies and the memory size. However, PROPHET has very low success
rate and high average delay. To sum up, considering memory size and limited
number of copies is not a main concern in VDTN routing, and AAR performs
best in the four routing algorithms.

10.6.3 Performance of Distributed AAR (DAAR)

In this section, we compare AAR and DAAR with different number of copies
per packet and different memory sizes of each vehicle. In DAAR, we first
calculate the initial active sub-areas information of each vehicle using the
first half of data in the data trace. Later on, each time when a vehicle’s active
sub-areas information is requested by an encountering vehicle or it generates a
new packet, it updates its active sub-areas information by counting its recently
visited sub-areas.

Figures 10.16 and 10.17 show the success rates, average delays, and aver-
age numbers of hops with different number of copies per packet. Generally,
the success rate of DAAR is higher than the success rate of AAR, the average
delay of DAAR is lower than the average delay of AAR, and the average
number of hops of DAAR is smaller than the average number of hops of AAR.
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(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.16 Performance comparison between AAR and DAAR with different number of
copies on Roma trace.

(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.17 Performance comparison between AAR and DAAR with different number of
copies per packet on SanF trace.

The improvement of performance success rate is not so significant since AAR
already has a very good performance on success rate comparing to other
algorithms. AAR generates relatively high average delay and much higher
numbers of hops due to more relays in scanning. In DAAR, since the packet
copy scans on the road unit which are most likely to be visited by the target
vehicle at the current time for the most time during the routing period, the
number of relays in scanning is reduced, and hence, the performance on
average delay and the average number of hops is improved.

Figures 10.18 and 10.19 show the success rates, average delays, and
the average numbers of hops with different memory sizes of each vehicle.
When a node’s memory is full, it drops some packets. We can have the same
observations as the previous figures due to the same reasons. Also, AAR
is more sensitive to the memory size than DAAR; that is, AAR increases
or decreases faster than DAAR as the memory size increases generally.
This is because the active sub-areas’ information of DAAR can more accu-
rately reflect the sub-areas where the target vehicle is active currently since
the active sub-areas’ information of DAAR is updated from time to time.
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(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.18 Performance comparison between AAR and DAAR with different memory
sizes on Roma trace.

(a) Success rate (b) Average delay (c) Average # of hops

Figure 10.19 Performance comparison between AAR and DAAR with different memory
sizes on SanF trace.

Therefore, DAAR can use fewer copies of a packet for the delivery and
the failure probability of each copy is decreased. Therefore, even though
some copies are lost due to the small memory size, the performances are
not significantly influenced since fewer copies are needed for the delivery. On
the contrary, since the active sub-areas’ information of AAR is not updated,
the active sub-areas’ information of AAR can only reflect the general active
sub-areas of vehicles in a long term rather than the exact active sub-areas
where vehicles are active currently. Therefore, AAR needs more memory to
spread enough copies of packets to each possible active sub-areas in order
to find the sub-area where the target vehicle is active currently. Hence, the
probability of failure of each copy is increased and the loss of copies may
decrease the probability to reach the current active sub-areas of the target
vehicle. The performances of success rate and average delay of both AAR and
DAAR are improved with the increasing memory size since a larger memory
size allows packets to scan sub-areas more frequently. The average numbers
of hops of both AAR and DAAR increase with the increasing memory size
since a larger memory size can lead to more times of relays.
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To sum up, DAAR has a higher success rate and a lower average delay
compared with AAR since the information of dynamic active sub-areas tends
to be updated from time to time, while the information of static active sub-areas
may be outdated due to the change of vehicles’ behaviors.

10.7 Conclusion

In this chapter, we first measured the pattern of vehicles’ mobility and the
relationship between contact and location for each pair of vehicles. Then, by
taking advantage of the observations, we proposed active area-based routing
(AAR) method. Instead of pursuing the target vehicle on the entire VDTN
area, AAR spreads copies of a packet to the active sub-areas of the target
vehicle where it visits frequently and restricts each copy in its responsible
sub-area to search the target vehicle based on contact frequency. Further-
more, we proposed a distributed AAR (DAAR) to improve the performance
of AAR. The trace-driven simulation demonstrates that AAR has the highest
success rate and lowest average delay in comparison with other algorithms.
Also, DAAR has the higher success rate and the lower average delay compared
with AAR since information of dynamic active sub-areas tends to be updated
from time to time, while the information of static active sub-areas may
be outdated due to the change of vehicles’ behaviors. In our future work,
we will discuss the possibility of routing in VDTNs without the help of
road units.
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Abstract

While geo-routing is a promising routing algorithm in urban vehicular ad-hoc
networks (VANETs), there is still much work to be done for it to become
truly usable for such environments. One of the biggest obstacles to this
goal is the intermittent nature of VANETs due to mobility. Traditional geo-
routing algorithms do not perform well in these conditions because they drop
packets whenever they cannot find an immediate forwarder for the packet.
In this chapter, we propose RobustGeo, a routing protocol that combines the
simplicity and efficiency of the greedy forwarding technique in geo-routing
algorithms, with the robustness of delay-tolerant networks in the face of
disruptions in network connectivity. When there exists a good connection
between the source and destination, RobustGeo can route the packet like the
traditional geo-routing algorithms, and when the network faces disruptions,
RobustGeo relies upon vehicle mobility and packet replication to explore
multiple geo-route paths and quickly recover the packet back to greedy
forwarding. We show that for a highly intermittent scenario, RobustGeo has a
delivery ratio of over 20% (compared to a pure geo-routing protocol’s delivery
ratio of 0), and it reduces the delay by over 40% as compared to a more pure
delay-tolerant routing solution.

Keywords:Delay-tolerant networks, geo-routing, VANET, ad-hoc networks,
mobility.
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11.1 Introduction

Location-based routing algorithms are a class of routing algorithms that use
locations of forwarding nodes to route packets. Unlike the more traditional
link-state (LS) or distance-vector (DV) algorithms that rely on each node
having some overarching information on the network topology [1], location-
based routing generally only requires each node to have information on its
immediate neighbors. This is a desirable property to have because it obviates
the need for nodes to periodically flood the network with routing-related
messages. Because of their scalability in this respect, these algorithms offer
a very promising solution to the difficult problem of routing in vehicular ad-
hoc networks (VANETs), where the network topology changes rapidly and
bandwidth is limited [2].

One of the first and the most well known of these routing protocols is
the Greedy Perimeter Stateless Routing (GPSR) protocol [3], which sets the
foundation for almost all subsequent location-based routing algorithms. In
GPSR, each node in the network keeps a list of its immediate neighbors and
their locations. Packets are thus routed based on greedy forwarding under
normal circumstances, where the forwarding node transmits packets to the
neighbor who is the closest geographically to the packets’ destination. When
no node closer to the destination than the current one can be found, the packet
is said to have encountered a local maximum and must be routed around the
perimeter via perimeter forwarding, which requires a careful mapping of the
nodes to form planar graphs so that routing loops can be avoided.

While the greedy forwarding method proposed by GPSR offers a great
solution to routing in VANETs, the perimeter routing approach as a solution
to the local maximum problem is inadequate [4], as the highly mercurial
network topology common to VANETs quickly outdates any planar graphs
that may have been built from the nodes, much like routing tables in the
DV and LS algorithms. GPCR (Greedy Perimeter Coordinator Routing) [5],
another location-based routing protocol that focuses more on urban VANETs,
takes advantage of the urban layout that naturally forms a planar graph for
its recovery strategy from a local maximum and proposes the restricted
greedy forwarding method, which prioritizes forwarding packets to urban
cross-streets for better routing decision making.

To the end of avoiding local maximums and getting out of them in urban
VANETs, many proposals are made [6–9]. However, all of them make the
assumption that despite mobility and the urban landscape, the network is
always connected. Unfortunately, this is not the case for VANETs in reality,
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where the network is often partitioned or disrupted due to mobility, giving
no instant end-to-end routes. According to [10], network connections in
VANETs are highly dependent upon inter-vehicle spacing, which is never
constant, and that on freeways network disconnectivity generally heals on the
order of seconds. In such situations, conventional geo-routing algorithms will
cause large numbers of packets to be dropped. To address this problem, we
propose RobustGeo, a location-based routing algorithm that takes the store
and forward and replication approaches of delay-tolerant networks to explore
the possibility of multiple paths to overcome such disruptions in VANET
connectivity.

Although delay-tolerant networks (DTNs) were originally proposed for
networks that experience very frequent and long periods of disconnectivity
[11], the DTN methods, with modification, can be used to deal with the shorter
intermittencies in geo-routing with great benefits. One such method is the Data
MULE (Mobile Ubiquitous LAN Extension) [12] that exploits node mobility
to deliver packets. While this used by itself translates to unacceptable delay
lengths in more conventional networks, we can, in the same spirit, rely on
node mobility to recover from a disconnected scenario by saving the packet
and actively looking for greedy forwarding routes at the same time. Another
important aspect of DTNs is packet replication, as seen in Epidemic Routing
[13] and Spray and Wait [14]. The drawback to these methods is mainly
in bandwidth overhead when too many packet replications occur. However,
by using similar methods while limiting the number of replications, we can
increase the packet delivery ratio and minimize delay.

With the combination of traditional geo-routing schemes and DTN
approaches, RobustGeo indeed offers a more robust solution for geo-routing in
urban VANETs. When the network connectivity is good, RobustGeo simply
acts like any other state-of-the-art location-based routing algorithm. When
the connectivity is intermittent, RobustGeo is not only able to withstand these
disruptions and continue forwarding packets when the network heals, but also
make use of the mobility of nearby neighboring nodes to even increase the
healing rate (in the perspective of the packet stored by the node).

The rest of this chapter is organized as follows. Section 11.3 describes
the general design of RobustGeo, while Section 11.4 analyzes the potential
effects and consequences of packet replication. In Section 11.5, we evaluate
RobustGeo by comparing it with three other geo-routing and DTN approaches
and conclude with Section 11.7.
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11.2 Background

11.2.1 Location-based Routing Algorithms

Location-based routing algorithms are a class of routing algorithms that
uses locations of forwarding nodes to route packets, rather than using the
more traditional link-state or distance-vector algorithms. One of the first
and the most well known of these routing protocols is Greedy Perimeter
Stateless Routing (GPSR) protocol [3]. GPSR improves upon the link-state
and distance-vector algorithms because it employs a much more scalable
approach that obviates the need for each node to have information about the
network over more than a single hop. This means that it is not bogged down
as much by the trade-off between having stale routes leading to routing loops,
or overwhelming the network with update or status exchange messages.

In GPSR, each node in the network is able to route packets simply
by keeping a list of its immediate neighbors and their locations. Under
normal circumstances, GPSR routes packets based on what it calls “greedy
forwarding”. With greedy forwarding, a node greedily routes the packet to its
neighbor who is the closest geographically to the packet destination. With this
approach, the packet is routed hop by hop and any beaconing is done purely
in a single hop basis, preventing the network from becoming congested with
routing messages.

However, greedy forwarding does not work completely on its own, since
situations sometimes arise where a packet arrives at what is called a “local
maximum” node, where another closer node cannot be found. Rather, the
packet would temporarily need to be routed further away from the destination
before greedy forwarding can be resumed. GPSR’s solution to this problem
is perimeter routing, which routes the packet around the perimeter of the void
area. To avoid crosslinks that can cause routing loops, a planar graph must first
be constructed. The packet can then be routed along the planar graph using
right hand rule to the destination. Two ways to construct such a planar graph
are the “Relative Neighborhood Graph” (RNG) or “Gabrel Graph” (GG). If
the destination is unreachable, the packet would be routed back to the local
maximum node and dropped.

While the greedy forwarding method proposed by GPSR offers a great
solution to routing in VANETS, the perimeter routing approach to solve
the local maximum problem is not much help. This is because in an urban
setting with VANETs, mobility causes rapid changes in the network topology
that quickly outdates any planar graphs that may have been built from the
nodes. Moreover, physical buildings and radio interference common in these
environments cause the local maximum phenomenon to occur frequently,



11.2 Background 319

especially if pure greedy forwarding was used. As highlighted in [5], a packet
may be greedily forwarded to a location exactly at the opposite side of a
building from the destination, prompting perimeter routing to be used for
further forwarding of the packet. Lochert et al.’s solution to this problem
is Greedy Perimeter Coordinator Routing (GPCR), which proposes the idea
of restricted greedy forwarding, where the packet is greedily forwarded to
junction nodes rather than as close to the destination as possible. In GPCR,
junction nodes are nodes located at the block intersections in the city, which
makes better decisions on where the packet should be forwarded next because
it can help the packet to take a turning path. GPCR also presents a form of
perimeter routing of its own, of which it terms a “recovery strategy”. In its
perimeter routing, GPCR does not construct a planar graph from scratch as
suggested by GPSR, but takes advantage of the urban layout with the junction
nodes, which naturally forms a planar graph on which the packet can traverse.

The problem of how to most effectively route packets using positional-
based routing techniques in an urban setting is an interesting one, because
the urban grid has a more stable topology, and it is very easy for packets to
get stuck in a local maxima because of buildings. To this end, many further
enhancements were made. References [6, 7] propose to propagate the beacons
by an extra hop for nodes to get a better view of the geographic topology
and find the junction nodes more efficiently. References [6, 9] both suggest
an anchoring system where packets are routed along anchored streets, with
information from static maps or GPS with live traffic information. When a
packet reaches the local maximum, a new anchor is computed from the map
and the packet is forwarded along the new street.

All of these contributions are either suggesting ways to avoid the local
maximum situation by some new greedy forwarding scheme, or proposing
some new way of recovering from a local maximum situation. RobustGeo is
compatible with most of the suggested ways of avoiding the local maximum
situation, but in terms of recovery, it utilizes a solution in the spirit of the
delay-tolerant networks.

11.2.2 Delay-Tolerant Networks

As suggested by its name, delay-tolerant networks are a class of networks that
experience very frequent and long periods of disconnectivity [11]. In these
networks, delivery rate and power consumption take on a higher priority than
the speed of delivery, though higher speeds of dissemination are still preferred
if possible. Almost all DTN routing algorithms use some variations of store
and forward, where mobile nodes store the packet and physically deliver it to
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the destination, to other nodes that eventually forwards it to the destination,
or to a more connected network that will guarantee delivery.

Data Mobile Ubiquitous LAN Extensions (MULEs) [12] and message
ferries [15] are two examples of such algorithms. While they both exploit the
higher chances of delivery in mobile nodes, the two approaches differ in that
MULEs are reactive, whereas ferries are proactive. This means that MULEs
passes data along to any mobile nodes that comes into the range of the less
mobile nodes and hope that it travels to somewhere with connectivity for
delivery. Ferries, on the other hand, employ mobile nodes that move in a non-
random fashion with the purpose of picking up packets and delivering them to
their destinations. Another more extreme approach is epidemic routing [13],
where any node that meets any other nodes would pass along the message
so that it can eventually reach its destination. While this approach results in
a high chance of delivery rate given enough time (eventually 100%), it also
introduces a lot of overhead and higher congestion into the system, especially
where node storage capacity is an issue. The spray and wait routing algorithm
[14] seeks to alleviate such transmission overhead concerns by limiting the
overall number of copies of the packet that can be in the network. Spray and
wait operates in two phases: in the spray phase, L copies of the message are
disseminated into the network, and in the wait phase, each node with a copy
of the message move around until it can be delivered to the destination.

As seen from above, almost all DTN routing approaches are replication-
based, that is, multiple copies of the message are disseminated in the network
to increase the chances of data delivery. They are much more preferred over
single copy approaches because of the high frequency and long periods of
network disconnectivity, which poses a great obstacle in finding a route that
is needed in a single copy routing approach. However, it must be noted at
this junction that the scenarios for which these protocols are designed are
quite different from the urban VANET scenario. While urban VANETs do
experience high frequencies of network partitioning due to environment and
mobility, the period for which the network is disconnected is usually short. At
the same time, though the message delivery speeds in the proposed VANET
scenarios are more tolerant of delays than the Internet, delivery times on
the order of hours [11] are unacceptable. In addition, transmission overheads
caused by overzealous replication of packets can cause more harm than good
in an environment where radio interference itself is a cause for network
intermittency. For these reasons, directly using a DTN approach to route in a
VANET would generally not work well simply due to tighter delay constraints
and network bandwidth availability. However, a hybrid approach that uses
ideas from DTN, such as data MULEs in [12] and limited replication of
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messages in [14], stabilizes a VANET scenario that is otherwise bogged down
by frequent interruptions to connectivity.

11.3 Design

RobustGeo combines the quick speed of geo-routing with the robustness of
delay-tolerant networking. Under normal circumstances, greedy forwarding
is used to quickly route packets to its destination. When, unavoidably, a
local maximum situation arises, it can use a good recovery algorithm like
the one suggested in [8] to route around the perimeter while at the same time
safeguard against complete disconnectivity by employing the delay-tolerant
networking routing approach. In this approach, the nodes keep the packets in
their disruption tolerant queue (DTQ), where the packets are opportunistically
routed as available greedy forwarding neighbors are found. Periodically, nodes
broadcast the packets inside their DTQ to their one-hop neighbors to explore
other possible paths and increase the chances of finding a geo-routed path
toward the destination.

11.3.1 Geo-Routing

The geo-routing component of RobustGeo is compatible with all types of
greedy-forwarding mechanism based on the one proposed in [3]. Generally,
each node keeps a list of its immediate neighbors and looks for the neighbor
geographically closest to the packet destination. Following these neighbors,
the packets are forwarded greedily step by step until it reaches its destination.
To combat the challenges posed by urban grid layouts and high urban
error rates, restrictive forwarding approaches as described in GPCR [5],
GpsrJ + [7], and TO-GO [8] can be employed.

Likewise, RobustGeo can utilize any of the previously existing solutions
for perimeter forwarding to attempt local maxima recovery.

11.3.2 Disruption Tolerance

The DTN component of RobustGeo exploits the mobile nature of VANETS.
In such a highly mobile environment, it is beneficial to not give up on a local
maximum node so quickly since topology can evolve quite rapidly. In many
cases, a local maximum at one moment in time may very well no longer be
a local maximum in the next simply because of mobility. Therefore, unlike
conventional geo-routing algorithms, when the perimeter forwarding phase is
entered, RobustGeo routes a replica of the packet around the perimeter rather
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than the original packet itself. It then pushes the original packet into the node’s
DTQ, essentially turning the node into an “intelligent” data MULE [12] that
looks for greedy forwarding neighbors and at the same time further packet
replication by periodically broadcasting to its one-hop neighbors. In this way,
RobustGeo recovers from a local maximum situation by entering DTN mode
in addition to perimeter forwarding.

11.3.2.1 Perimeter forwarding with packet replication
When a node encounters a local maximum, it sends out a packet replica for
perimeter forwarding, stores the original in its DTQ, and continues to actively
try and look for nodes that are closer to the destination than the local maximum.
If found, the node has successfully recovered greedy forwarding via DTN
means.

Meanwhile, as the replicated packet is routed around the perimeter it
records each node it visits as breadcrumbs. If a greedy path is recovered,
a receipt can be sent back to the originator using the breadcrumb path so that
the originator can remove the packet from its DTQ and abort the broadcasting
countdown time. Otherwise, the perimeter-routed packet can continue to be
routed by the right-hand rule until either a greedy route is found, or ends up
back at the originator or reaches its TTL. In both of the latter cases the packet
is discarded. Note that packet replication due to perimeter forwarding happens
only once at the original local maximum node. This prevents the packet from
replicating out of control as it is forwarded around the perimeter.

If the original packet and its replicas both manage to find a greedy for-
warding path, two cases should be considered. In the first case, as illustrated in
Figure 11.1, multiple different paths to the destination are found. This arguably
improves the scenario, since having multiple paths to the destination causes
the intermittent network to be more robust. In the second case (Figure 11.2),
both packets are forwarded greedily onto the same path. While on the surface
this may seem problematic, it is not a great cause for concern since in the
unlikely event that this happens, the receiving node can simply drop one of
the duplicates and continue to forward the packet onwards. However, this does
mean that the packets should be uniquely identified so that identical packets
can be easily discovered. A way to realize this is to use a large sequence
number in combination with the sender’s identifier (like an IP address).

The decision to replicate the packet when doing perimeter forwarding is
due to the fact that in urban scenarios, the local maximum situation often
occurs because of complete network partitioning. When this is the case,
no amount of perimeter forwarding can bring the packet to its destination.
Fortunately, these situations are generally not permanent because of mobile
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Figure 11.1 Greedy forwarding and perimeter forwarding finding two different paths. The
greedy forwarding recipient node G moves into the source node S’s range after S has perimeter
forwarded the packet to node P.

nature of VANETs. An example of such an occurrence is when there are
gaps in vehicular traffic caused by something as simple as a long red light.
Traditional perimeter forwarding solutions in these situations will cause the
packet to be dropped when it either reaches its TTL or ends up back at its
originator [3, 16]. With RobustGeo, however, because the local maximum
node keeps the perimeter forwarded packets, connectivity that is reestablished
a little later can allow greedy forwarding to resume. Although this will cause
the network to experience delays, the receiver is still able to receive the
message eventually rather than experiencing a complete disconnectivity.

11.3.2.2 Single-hop broadcasting to explore multiple paths
Packets that are not replicas of any previous broadcasts in the DTQ are
scheduled to be one-hop broadcasted periodically to explore multiple paths,
which potentially increases the delivery rate and decreases latency. Although
the node is still continuing to look for greedy routes for the packet, once the
packet was broadcasted, it essentially switches into “full DTN mode”, relying
more on node mobility to recover the next greedy routing path.
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Figure 11.2 Greedy forwarding and perimeter forwarding finding the same path. Once again,
the greedy forwarding recipient node G moves into the source node S’s range a moment after
perimeter routing is done by S. The two identical packets both pass through node R and the
latter one is dropped.

When a node receives a broadcasted packet, it first makes sure that it does
not already have the packet in its DTQ. Then it adds the packet into its DTQ,
where the node can repeatedly attempt to greedy forward it.

The single-hop broadcasting technique is beneficial in situations where
node density is sparser, taking advantage of the replication effects in delay-
tolerant networking [17]. In RobustGeo, we choose to replicate the packets
using single-hop broadcast because it has a high replication-to-transmission
ratio in that a packet can reach all the neighboring nodes with just a single
transmission.

Since packet replication increases bandwidth usage, it is important to
consider the length of the period in between broadcasts. Set too long, the
node can lose opportunities to send to neighbors who are good data MULE
candidates; set too short, the network would be saturated with replicated
packets. With this in mind, we configure the period to be 6 sec, which we
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believe is short enough to not miss most of the potential neighbors, yet long
enough that it does not overload the network (see Section 11.4). We believe that
most of the potential neighbors would not be missed because vehicles rarely
travel faster than 20 m/s (about 45 mph) in an urban area. Taking incoming
traffic into account, the relative speed can be up to 40 m/s. Therefore, 6 sec
is equivalent to 240 m, still within most broadcasting ranges. Additionally,
we set this as an adjustable parameter depending on needs. For example, if
the target scenario is a very sparse network, then it would be beneficial to
make this period shorter. In all, due to the relatively long broadcasting period,
momentary interruptions in the network will not trigger one-hop broadcasts.

To further limit the number of packet replicas, a packet that was once
received via broadcasting can never be broadcasted again. This is easily done
by marking a single bit in the packet header and checking that bit whenever a
packet is about to be put into broadcast mode. Finally, when the first copy of
the packet, be it a replica or the original, reaches its destination, the destination
can send out an active receipt [18] to clean up all of the packet replicas that
are still in the network.

11.3.2.3 Scheduling
When a local maximum situation occurs, the node stores the packet into its
DTQ, and packets bound for other destinations with available next-hop nodes
continue to be forwarded normally. Every time the node receives a new beacon,
be it from any of its existing neighbors or from a new neighbor, the node would
check its DTQ to see if any of the packets can now be routed.

The DTQ is similar in function to a normal FIFO queue, in that packets
which are enqueued earlier generally get dequeued earlier as well. However,
the DTQ is not necessarily dequeued from the head all the time. Whenever
a node receives a new beacon from its neighbor, potentially marking a new
route, RobustGeo attempts to dequeue from the DTQ by attempting to greedily
route to the destination every packet in the queue, beginning with the packet
at the head. When a route is found for a packet, that packet is dequeued to
be sent out. This speeds up average packet delivery time and keeps the queue
length short.

To prevent a large number of packets in the DTQ from suddenly flooding
the network, RobustGeo allows only one packet to be sent out for a set period of
time. For example, it may be decided that the backlogged packets should only
take up about 1 Mbps of the overall bandwidth, so a maximum of 1 packet
can be sent out every millisecond. However, since the beaconing period is
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much longer than that, a dispatch buffer is introduced to manage the send rate.
Therefore, the DTQ dequeues all eligible packets into the dispatch buffer up
to a maximum of send rate ∗ beaconing period packets each beaconing
period. Then at every 1

send rate period, RobustGeo sends out a packet from the
dispatch buffer.

Packets marked for one-hop broadcasting are not sent out immediately
either. Rather, RobustGeo adds the packet into a separate broadcasting queue
and continues to look through its DTQ for other packets to be greedily
forwarded. Additionally, the packet marked for broadcasting still remains
in the DTQ for more future attempts at greedy forwarding recovery. If the
recovery attempt is successful, the packet is removed from both the DTQ and
the broadcasting queue. On the other hand, if the packet was broadcasted,
it is removed from the broadcast queue only but kept in the DTQ, with the
broadcasting timer reset to begin a new period of broadcasting.

Having two queues with different priorities, we employ our dispatch
buffer to enforce these priorities. The broadcasting packets are never added
to the dispatch buffer. Instead, the dequeuing method for the dispatch buffer
dequeues a packet from the broadcast queue only if the dispatch buffer is
empty. As a result, packets are only broadcasted when there are no more geo-
routed packets to be sent out in the beaconing period. Figure 11.3 gives an
overall view of the components of RobustGeo working together inside a node
upon a packet arrival.

11.4 Analysis

Packet replication is a tricky parameter in ad hoc networks. In a lossy and
especially delay-tolerant environment, replication can provide substantial
benefits in that it increases the delivery rate and decreases delay [17]. Unfort-
unately, replication is a double-edged sword, as it also introduces bandwidth
overhead into the network. Therefore, as a protocol that stresses replication, it
is important to see just how much overhead replication brings into the network.

In RobustGeo, packets are only replicated when a local maximum is
reached. When the node is attempting to route the packet via perimeter routing,
it introduces a single packet replica. If the recovery time is long, the packet can
be replicated many times due to periodic broadcasting. The overall number of
packets replicated as the result of a single local maximum is therefore

rep1 = mn

⌊
t

π

⌋
+ 1, (11.1)
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Figure 11.3 RobustGeo processing a packet. Normal packets use all paths as necessary;
Broadcasted packet replicas do not traverse the long-dashed grey path; perimeter forwarded
packet replicas only stay on the solid black path.

where m is the number of packets in the network that experience local
maximum recovery exactly once, t is the average local maximum recovery
time in seconds; π is the broadcasting period of each node, and n is the number
of neighbors that receive the broadcasted packet for the first time.

However, not every replicated packet ends up finding a greedy route.
Packets that do not find alternate paths are ultimately dropped as they time
out, and perimeter-routed replicas that find a greedy route cancels out its
original. For this reason, we assign probabilities to the replicated packets to
indicate that they actually remain in the network.

Suppose that each broadcasted packet finds an alternative route with
probability Pb, and the perimeter-routed packet finds an alternative route
without being able to inform its originator with probability Pp, then the number
of replicated packets produced from a single local maximum recovery with
these probabilities take into account is
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rep1 = mn

⌊
t

π

⌋
Pb + Pp. (11.2)

Multiplying Pb to the first term takes into account that the only replicated
packets that remain are those who are forwarded to neighbors that eventually
find a greedy geo-forwarded route. The value 1 from Equation (11.1) is
replaced with Pp to take into account that the packet replicated from perimeter
routing ends up remaining in the network at the probability Pp.

If the distance between the sender and receiver is long, a packet may
experience multiple cases of local maximum. Each time it happens, more
packets are replicated. In RobustGeo, no packet replicas from broadcasting
can be broadcasted again, but they may still replicate via perimeter-routing.
We now calculate the number of replicas produced from the second time that
m packets encounter local maximum recovery:

rep2 = mn

⌊
t

π

⌋
Pb + Pp

(
mn

⌊
t

π

⌋
Pb

)
+ Pp + P 2

p . (11.3)

The first term, mn[ t
π ]Pb, is the number of packet produced from broadcasting

the original packet. The second term, Pp(mn[ t
π ]Pb), is the probabilistic

number of packets produced from broadcasting the perimeter-routed packet.
Pp is the replica from perimeter-routing the current original packet, and P 2

p

is the replica from perimeter-routing the replicated packet produced from the
first time that perimeter-routing was performed.

Since Pp is a probability with value between 0 and 1, as it gets higher
powers it becomes more negligible and is disregarded. Further, each time
the packet is perimeter-routed, a new broadcastable packet is replicated
from perimeter routing with probability Pp. The next time that the local
maximum is encountered, all of these replicated packets are eligible for
broadcasting. Therefore, the total number of replica packets in the net-
work as m original packets are routed through K local maximums is
approximately

rep ≈
K∑

k=1

mn

⌊
t

π

⌋
Pb(1 + (k − 1)Pp) + Pp. (11.4)

Figure 11.4 shows the number of replicas a single packet accumulates as it is
routed in the network. It describes an urban scenario with short but frequent
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Figure 11.4 The average number of packet replicas in the network vs. the number of
intermittencies encountered by a packet, where the intermittency length t is modeled as a
Poisson random variable with λ = 3. All cases of intermittencies are independent of one
another.

intermittencies. In this scenario, the recovery time is assumed to take 3 sec on
average, and the broadcasting period is 6 sec. We also assume that the node
has on average 10 new neighbors to broadcast to each time that it broadcasts.
We also set Pp to be 0.01, a very low number because we assume that for the
majority of times, the local maximum occurs due to brief network partitions
and so it fails. For a similar reason, we set Pb to be 0.2 because we assume
that most of the paths found through broadcasting are not unique. Because
the broadcast rate is a floor function, we assume that the length of recovery is
roughly a Poisson distribution with λ = 31 (for the 3 sec of average recovery
time) so that the results are not just summations of Pp.

We see that the number of packet replicates increase slowly with the
number of intermittencies it encounters. At 100 intermittencies, the average
number of replicas is less than 5 per packet. Thus, packet replication is
manageable.

1we can use a discrete pmf in this case since the output values we are concerned with are
discrete.
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11.5 Evaluation

We evaluate RobustGeo’s performance by simulating three scenarios using
the NS3 simulator, with the following parameters:

• PhyMode: OFDM 36 Mbps
• Propagation Delay Model: Constant Speed
• Propagation Loss Model: Friis
• WiFi Standard: 802.11a
• Wifi Mac Type: Adhoc Wifi Mac
• Transport Protocol: UDP
• Application: CBR Client-Server Pair (20 Kbps)
• Simulation Time: 200 s

We begin with an artificially set-up scenario mainly to showcase the major
features of RobustGeo, followed by two progressively more realistic scenarios,
first with a realistically simulated mobility model running on an actual map of
Washington D.C and then with an actual trace of taxicabs in the San Francisco
area. We believe that these three scenarios give a clear view of the superiority
of RobustGeo over the other three competing routing algorithms.

To highlight the effectiveness of RobustGeo in intermittent situations, we
treat all cases of local maximum in the simulation as network partitioning
by not allowing perimeter routing in any of the algorithms we evaluate. For
each scenario, we compare RobustGeo against pure geo-routing, which simply
drops the packet that it cannot immediately route, geo-routing with a DTQ that
improves delay tolerance but without packet replication, similar in behavior
to GeoDTN+Nav [16], and geo-routing with controlled flooding, where nodes
can only pass along the packet to 5 unique neighbors before dropping the
packet (Epidemic Routing [13] with restrictions).

We base our comparisons on the following metrics: packet delivery rate,
average delay, and overall traffic per packet received. While packet delivery
rates and average delay are obvious metrics to measure, we believe that
the overall traffic per packet received is equally important because packet
replication is a major feature of RobustGeo. Finally, using data gathered from
the San Francisco cab trace, we analyze the number of intermittencies packets
generally encounter in the network, as well as the number of times each packet
is broadcasted, to further cement our claim that RobustGeo is scalable in terms
of packet replication.

We begin by testing a synthetic scenario as illustrated in Figure 11.5. This
5-part system consists of groups of three static nodes and two groups of mobile
nodes, with a total of 11 nodes. The two clusters of static nodes on the left form
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Figure 11.5 5 groups of nodes in an intermittent situation; arrows denote node mobility, and
dotted lines denote network connection.

a stable connection, while the single group of static nodes on the right relies
on the two mobile groups to receive messages. As the mobile nodes move
around, there are short intervals and they form a bridge of network connection
between the source and the destination. Most of the time, however, the network
on the left side is completely partitioned off from the right. We believe that
this is a scenario best fit for RobustGeo since the source is able to reach its
stably connected neighbor via periodic broadcasting and thus make use of both
routes as each become available. Such a path cannot be realized with perimeter
routing because when the mobile node on the slant is connected to the static
relay, it is not connected with anything else, so all of the perimeter-routed
packets would be dropped.

We repeat our simulation 10 times with different seeds for each of the
routing algorithms in this scenario. In Figure 11.6, we see that as expected,
the pure geo-routing method performs poorly because the sender can only
transmit to the receiver when the two mobile clusters line up to form the
transmission bridge. For the other three schemes, while RobustGeo performs
marginally better than the rest in terms of packet delivery, it generated the
most packets. We attribute this to the small number of nodes in the network.
Controlled flooding only sends packets to another node if the packet is brand
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Figure 11.6 Results for the 5-group artificial scenario.

new to the node. With only 11 nodes in a highly partitioned system, there is
not as much chance for sending packets in such a fashion. RobustGeo, on the
other hand, broadcasts periodically regardless of who is around.

We also simulated a more realistic environment by downloading a
2,000 m by 2,000 m map of the Washington, DC area made available by
the US Census Bureau’s TIGER database, and simulating mobility on the
map using the Intelligent Driver Model with Intersection Management by
VanetMobisim [19]. This model is complete with intersection and stop light
rules to simulate realistic vehicular traffic on the streets provided by the
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Washington, DC map. The vehicles in the scenarios have maximum and
minimum speeds of 10 m/s and 20 m/s, respectively. We generate 4 scenarios
by varying the number of nodes between 50 and 125. With each scenario, we
randomly place a static node on the map as the destination (server) and choose
a random mobile node as the source (client).

As Figure 11.7 shows, in the very sparse scenario of only 50 nodes, pure
geo-routing completely breaks down and has a packet delivery ratio of 0.
Having the DTQ and using RobustGeo marginally increase the delivery ratio,
but it is still under 10%. As the nodes become more dense, the protocols
generally trend upwards in their packet delivery ratios. Something quite
unexpected is that geo-routing + controlled flooding did considerably worse
than pure geo-routing when the number of nodes increased to 125. We attribute
this to the fact that each time a node cannot find a greedy forwarding path for
a packet, the packet is sent out at least 5 times by that single node alone
and multiplied by each recipient 5 more times. This generates a large amount
of traffic, taking up available bandwidth and causing interference for nearby
nodes. This suspicion is confirmed by the traffic line plot in Figure 11.7. In all,
from the VanetMobisim scenarios we see that RobustGeo is indeed the most
robust of all four routing schemes compared, having the highest delivery ratio
for every situation. In terms of delay, geo-routing + DTQ did better in the
75-node case, but RobustGeo did better in all other cases. Additionally, we
see that as predicted in Section 11.4, the replication overhead of RobustGeo is
a manageable one, since it has only a slightly higher traffic to packet received
ratio (about 10% or less) than the geo-routing + DTQ scheme that does not
have replication.

Finally, we used real traces of an extremely intermittent network to further
compare the four geo-routing schemes. In this scenario, we use actual mobility
traces of taxicabs in San Francisco downloaded from Crawdad [20]. We run
the simulation in a 5,700 m by 6,600 m area with 116 nodes moving for 200 sec
and again place a static node on the map to be the receiver. In this scenario,
the nodes are extremely sparse because only cab movements are recorded in
the tracefile. This means that the network’s period of disconnection is likely
longer than its connectivity.

As Figure 11.8 shows, the pure geo-routing approach completely breaks
down, with a receiving ratio of 0. Geo-routing + DTQ and RobustGeo do
much better, with RobustGeo almost achieving a 30% packet delivery ratio.
Once again, the geo-routing + controlled flooding approach fails, with a less
than 1% delivery rate. We again attribute this to its high delay time. This
means that had the simulation time been longer, the geo-routing + controlled
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Figure 11.7 Results of the simulation using realistically simulated mobility patterns generated
with VanetMobisim.

flooding approach can likely a more acceptable packet delivery rate at the cost
of even higher delay times. We choose to show the traffic per packet delivered
metric for only pure geo-routing + DTQ and RobustGeo because the other
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Figure 11.8 Results of the simulation using real life San Francisco taxicab traces.

two approaches yield incredibly high numbers (infinity and about 2500). As
expected, RobustGeo generated 58% more traffic per packet delivered than
geo-routing + DTQ. At the same time, it also has a 36% higher delivery ratio
with a very slightly lower average delay. We believe that this is a good trade-off
as packet delivery ratios should be prioritized over bandwidth conservation.

Since the San Francisco cab scenario is very realistic and at the same time
gives an extremely intermittent network, we use it to analyze disconnectivity
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Table 11.1 The number of packets that encounter each frequency of intermittencies in the SF
taxicab scenario

# Intermittencies # Packets
1 1434
2 1063
3 981
4 214
5 3
6 5

and broadcast frequencies. Table 11.1 shows that in the given environ-
ment, the majority of packets experience disconnectivity 3 or fewer times,
with only 8 packets encountering more than 4 intermittencies. Meanwhile,
Figure 11.9 shows that about 80% of packets get broadcasted 6 times or
fewer. This confirms the fact that packet replication will not spiral out
of control.

We also postulate that the majority of packets experiencing higher fre-
quencies of broadcast do not end up at the destination. If true, this can be used
as a good metric to decide how long the packet should remain in a node’s DTQ
before being dropped.

Figure 11.9 The CDF of packet broadcast rate in the SF taxicab scenario.
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11.6 Related Work

Several other works have also explored the possibility of using delay-tolerant
networks that exploits location knowledge in VANETs. GeOpps [21] is one
such DTN protocol. GeOpps uses the vehicle’s navigation systems to find
the Nearest Point (NP) to the message’s destination that the vehicle will
travel to, assuming that the vehicle has a predetermined destination of its
own. While on the way, the vehicle will periodically broadcast the message’s
destination to its one-hop neighbors. The neighbors that receive the destination
location calculates their Minimum Estimated Time of Delivery (METD) for
the message based on their own calculated NP and replies to the message
carrier. The message carrier makes the decision to pass along to its neighbor
that has the shortest METD, and the process is repeated. While GeOpps relying
on a “smarter” way of choosing what are essentially Data MULEs can increase
the data dissemination speed, its high dependence on vehicular movements
to carry the message to its destination causes it to experience much higher
delays than greedy forwarding, since network propagation is much faster than
physical node movements.

GeoSpray [22] is another VANET routing solution that combines geo-
graphical knowledge with DTN ideas. Inspired by GeOpps, GeoSpray works
in a similar fashion in that it takes into account the neighbors’ METD and
forwards the message to the ones with small METDs. However, they differ
in that GeoSpray utilizes the concept of the spray phase in the binary Spray
and Wait [14] method where it utilizes controlled packet replication to explore
multiple paths and decrease delay. This is similar to RobustGeo’s singe hop
broadcast phase, which also makes use of replication. However, just like
GeOpps, GeoSpray suffers in a similar fashion in that it cannot take advantage
of nodes who can otherwise be valid relay nodes in greedy forwarding, simply
because they have a low METD value.

The work that is the most similar to RobustGeo is GeoDTN + Nav [16].
GeoDTN + Nav fully incorporates the DTN paradigm into existing works
on location-based routing protocols by operating with three modes: restricted
greedy forwarding, perimeter forwarding, and DTN. The added DTN mode
of GeoDTN + Nav allows packets to still be routed to the destination with a
DTN approach in the event that the network is segmented due to sparse node
topologies. The default greedy forward strategy for GeoDTN + Nav is the
same as the one used in GPCR, and the default recovery mode is the same as
that of VCLCR [23], a location-based routing protocol that can detect routing
loops in perimeter forwarding otherwise missed by GPCR. Finally, it uses the
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simple store-and-forward approach in DTN mode until greedy forwarding can
be recovered.

GeoDTN + Nav switches from perimeter forwarding mode into DTN
mode by having each node on the perimeter path calculate the switching scores
of its neighbors to see if they are good candidates for carry-forward MULEs.
These scores are based on three metrics: the probability of network discon-
nectivity, the neighbor’s delivery quality in DTN mode, and the neighbors’
travel direction. If the score is high enough, the packet is passed to the node’s
neighbor and DTN mode commences. In the DTN mode, the receiving node
stores the packet and relies upon its own mobility to carry the packet until
restricted greedy forwarding can once again be used to forward the packet to
its destination.

GeoDTN + Nav differs from RobustGeo mainly in that the DTN method
employed in GeoDTN + Nav uses a single-forwarding based algorithm, which
generally has low reliability in packet delivery [17]. For example, GeoDTN
uses the neighbor’s current travelling direction to determine its switching
score. Unfortunately, vehicles’ travelling directions are not constant. A change
in direction by the vehicle after receiving the packet means that the packet
would be actually brought away from the destination and thus increasing
delays. Moreover, if no “good” neighbors are found within the packet’s TTL,
it is dropped. RobustGeo performs better in these situations because it explores
the possibility of limited message replication by having the local maximum
node keep a copy of the packet in the recovery phase, allowing multiple nodes
to look for greedy paths toward the destination. Additionally, GeoDTN + Nav
is very much focused upon the method with which to switch into the DTN
mode from perimeter mode, whereas RobustGeo is designed so that unless
the packet is immediately forwarded, it is, in some ways, always both in
geo-routing mode and in DTN mode. RobustGeo is able to do this because
it includes a simple scheduling system to dispatch packets opportunistically.
Having such a feature allows RobustGeo to have much greater flexibility and
thus be more robust.

11.7 Conclusion and Future Work

In this chapter we presented another location-based routing algorithm, Robust-
Geo, that is designed to withstand network intermittencies common to urban
VANETs. RobustGeo achieves this result by taking advantage of both the store
and forward and packet replication strategies found in delay-tolerant networks.
With RobustGeo, we were willing to make the trade-off of introducing extra
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bandwidth overhead into the network with packet replications in favor of more
reliable delivery. We showed in both Sections 11.4 and 11.5 that the trade-off is
a viable one.As future work, we would like to analyze the relationship between
a packet’s frequency of broadcasts and its journey completion likelihood to
get a better idea of how long the packet should remain in the DTQ before
timing out and being dropped. This can be very helpful in RobustGeo as it
helps reduce node storage overhead in addition to bandwidth overhead. In
all, RobustGeo is a hybrid solution that allows for connections in both reliable
and intermittent networks, which are attributes of VANETs.
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Abstract

With the proliferation of mobile devices, opportunistic mobile social networks
(OMSNs) where the communication takes place on the fly by the opportunistic
contacts among mobile users when they gather together at events have become
increasingly popular. Multicast is an important routing service which supports
the dissemination of messages to a group of users. Some existing multicast
algorithms are designed by taking advantage of the internal social features of
nodes in the network. This approach is motivated by the fact that nodes come
in contact more frequently if they have more social features in common. These
social features are obtained from nodes’profiles and thus static. Different from
these multicast protocols that utilize static social features, in this chapter,
we adopt dynamic social features to more accurately capture node contact
behavior and thereafter propose a novel social similarity-based multicast
framework using the dynamic social features and a compare-split scheme to
improve multicast efficiency in OMSNs. We instantiate the framework with
two multicast algorithms named Multi-SoSim and E-Multi-SoSim that adopt
the dynamic and enhanced dynamic social features, respectively. A detailed
analysis of the proposed algorithms is given, and simulations are conducted
to evaluate our proposed algorithms by comparing them with their variations
and the existing one using static social features.
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Keywords: Multicast, Multicast tree, Opportunistic mobile social networks,
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12.1 Introduction

With the proliferation of smartphones, PDAs, and laptops, opportunistic
mobile social networks (OMSNs) formed by people moving around carrying
these mobile devices have become popular in recent years [1–5]. Unlike the
popular online social networks such as Facebook and LinkedIn, the OMSNs
we discuss here are a special kind of delay tolerant networks (DTNs) [6]
where the communication takes place on the fly by the opportunistic contacts
among mobile users when they gather together at conferences, social events,
rescue sites, campus activities, and so on. This type of communication relies
on a lightweight mechanism via local wireless bandwidth such as Bluetooth or
Wi-fi without a network infrastructure [2, 7, 8]. In OMSNs, node connections
are usually short term, time dependent, and unstable as people come and go
at events.

Multicast, a service where a source node sends messages to multiple desti-
nations, widely occurs in OMSNs. For example, in a conference, presentations
are delivered to inform the participants about the newest technology; in an
emergency scenario, information regarding the local conditions and hazard
levels is disseminated to the rescue workers; and in campus life, school
information is sent to a group of student mobile users over their wireless
interfaces.

Due to the uncertainty and time-dependent nature of OMSNs, there does
not guarantee a path from a source to the destinations at any time, which poses
special challenges to routing, either unicast or multicast. Nodes in OMSNs
can only communicate in a store–carry–forward fashion: When two nodes
move within each other’s transmission range, they meet each other and can
communicate directly, and when they are out of the range, their contact is
lost. The message to be delivered needs to be stored in the local buffer until a
contact occurs in the next hop.

Most existing multicast algorithms focus on DTNs [9–13] without con-
sidering social factors. Recently, a few algorithms propose to take advantage
of the social features in user profiles to facilitate routing [2, 14, 15]. Among
these algorithms, the one proposed by Deng et al. [14] addresses multicast.
Specifically, the researchers found, through the study of the INFOCOM 2006
trace, that the social features in user profiles could effectively reflect nodes’
contact behavior and developed a social profile-based multicast (SPM) scheme
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based on the two most important social features: Affiliation and Language. In
their scheme, social features Fi can refer to non-private user attributes such
as Nationality, City, Language, and Affiliation and these social features can
take different values fi. For example, a social feature can be Language and its
value can be English. The intuition is that nodes having more common social
features come to meet more often. Thus, the nodes having more common social
features with the destination are better forwarders to deliver the message to it.
We believe, in the dynamic environment of OMSNs, the multicast algorithm
can be further improved because the static social features may not always
capture nodes’ dynamic contact behavior. For example, a student who puts
New York as his state in his profile may actually attend a conference in Texas.
In that case, the static information in his profile can not reflect his behavior
in Texas. The information that is helpful in making multicast decisions
can only be gathered from the nodes’ contact behavior at the conference.
Therefore, in this chapter, we extend static social features to dynamic social
features to better reflect nodes’ contact behavior and thereafter develop a
new multicast algorithm specifically for OMSNs based on the dynamic social
features.

In dynamic social features, we want to embed information that can reflect
users’ dynamic behavior to facilitate routing and that can be easy to obtain
and inexpensive to maintain in OMSNs. Thus, we not only record if a node
has the same social feature value with the destination, but also record the
frequency this node has met other nodes that have the same social feature
value during the time interval we observe. For example, we not only record
if node A, same as the destination, is a New Yorker but also record that it
has met New Yorkers 90% of the time during the observation interval. Unlike
the static social features from user profiles, dynamic social features are time-
related. So they change as user contact behavior changes over time. So we can
have a more accurate way to choose the best forwarders in multicast. In this
chapter, we first apply the frequency-based dynamic social features and then
the enhanced dynamic social features to multicast to improve its performance.

In multicast, a message holder is expected to forward a message to multiple
destinations. To reduce the overhead and forwarding cost, the destinations
should share the routing path as much as possible until the point that they
have to be separated. Thus, the overall multicast process results in a tree
structure. A compare-split scheme to determine the separation point is critical
to the efficiency of a multicast. In our multicast, if a message holder x meets
another node y, the scheme of compare-split is based on the social similarity
of each of the destinations with x and y using dynamic social features. That
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is, whichever, either x or y, is more socially close to the destination will have
a higher chance to deliver the message and thus should relay the message to
that destination.

Based on the notions of dynamic social features and the scheme of
compare-split, we propose a novel social similarity-based multicast frame-
work for OMSNs. Two algorithms instantiate this framework: the social
similarity-based multicast (Multi-SoSim) algorithm which utilizes dynamic
social features to capture node contact behavior and a compare-split scheme
to select the best relay node for each destination in each hop to improve
multicast efficiency and the enhanced social similarity-based multicast
(E-Multi-SoSim) algorithm which upgrades the dynamic social features in
Multi-SoSim to enhance dynamic social features to further improve multicast
efficiency. To evaluate the performance of our algorithms, we conduct an
analysis and compare them with the existing algorithm that uses static social
features and some variations of the proposed algorithms. Simulation results
conclude that using dynamic social features can make better multicast routing
decisions than using the static ones, letting destinations share the paths longer
can reduce the cost, and separating destinations and allocating them to better
forwarders can reduce latency.

The rest of the chapter is organized as follows: Section 12.2 references the
related works; Section 12.3 gives the definitions of dynamic social features
and the calculation of social similarity; Section 12.4 presents our multicast
algorithms; Section 12.5 gives the analysis of the algorithms; Section 12.6
shows the simulation results; and the conclusion is in Section 12.7.

12.2 Related Works

The multicast algorithm in mobile social networks (MSNs) can be imple-
mented using rudimentary approaches such as flooding [16], but it has
inevitable high forwarding cost. Most of the existing multicast algorithms
are designed for DTNs where social factors are not considered. Zhao et al.
[13] introduce some new semantic models for multicast and conclude that the
group-based strategy is suitable for multicast in DTNs. Lee et al. [9] study the
scalability property of multicast in DTNs and introduce RelayCast to improve
the throughput bound of multicast using mobility-assist routing algorithm. By
utilizing mobility features of DTNs, Xi et al. [12] present an encounter-based
multicast routing, and Chuah et al. [17] develop a context-aware adaptive
multicast routing scheme. Mongiovi et al. [10] use graph indexing to minimize
the remote communication cost of multicast. And Wang et al. [11] exploit
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the contact state information and use a compare-split scheme to construct a
multicast tree with a small number of relay nodes.

There are a few multicast papers that involve social factors. Gao et al.
[18] propose a community-based multicast routing scheme by exploiting node
centrality and social community structures. This approach is based on the fact
that “social relations among mobile users are more likely to be long-term
characteristics and less volatile than node mobility” [18] in MSNs. Hu et al.
[19, 20] put forward multicast algorithms to disseminate data in MSNs. In
[19], the content owners multicast to their social contacts which are defined
by the geographic social strength between nodes and in [20], node centrality in
the social contact graph extracted from node contact trace is adopted to select
the initial receiver set [20]. Deng et al. [14] propose a social profile-based
multicast (SPM) algorithm that uses social features in user profiles to guide
the multicast routing in MSNs. This approach has the advantage of not having
to record node contact history, but the static social features may not catch
people’s dynamic contact behavior in the OMSNs. So the multicast algorithm
for OMSNs can be further improved by catching the dynamic features of the
network.

12.3 Preliminary

In this section, we first introduce static social features used in the existing
papers [14], then define dynamic social features and its enhanced version, and
then give the formula to calculate nodes’ social similarities which will be used
in the compare-split scheme in our multicast algorithms.

12.3.1 Definition of Static Social Features

Suppose we consider m social features 〈F1, F2, . . . , Fm〉 in an OMSN. Note
that the choice of which social features to include in a network depends on the
situation and the nodes can agree on the selection through message exchange
or manually when the network was first set up. A node x’s static social feature
is a vector in the form of 〈x1, x2, . . . , xm〉, where xi is the social feature value
for Fi obtained from the user’s profile.

12.3.2 Definitions of Dynamic Social Features

In dynamic social features, we define xi as follows based on nodes’ encounter
history to capture nodes’ contact behavior.
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12.3.2.1 Dynamic social features
One definition of xi is the frequency of node x meeting nodes with the same
fi out of all of the nodes it has met in the history we observe. That is,

xi =
Mi

Mtotal
(12.1)

In Definition (12.1), Mi is the number of times that x has met nodes with the
same fi in the history we observe and Mtotal is all of the nodes that x has
met in that interval. For example, if fi refers to Student and if x has met 20
Students out of a total of 100 people, then xi = 20/100 = 0.2.

Nevertheless, one problem with the frequency definition of xi is that if
node x has met one Student out of two people it has met in total in the history
we observe and node y has met five Students out of ten people it has met
in total, using Definition (12.1), both of their frequencies are 0.5 in meeting
Students. So which one is more likely to meet Students in future? From the
intuition, node y should be given a higher priority because it is more active
in meeting people. There are many formulas we can design to favor y. In the
following, we present one formula, which will be proved in the later Analysis
section, that can break the tie and favor the more active node.

12.3.2.2 Enhanced dynamic social features
In this enhanced definition of dynamic social features, xi is calculated as
follows:

xi =
(

Mi+1
Mtotal+1

)pi
(

Mi
Mtotal+1

)1−pi

= (Mi + 1)pi
M

1−pi
i

Mtotal+1 (12.2)

In Definition (12.2), pi = Mi/Mtotal. This definition predicts xi by looking
at the next meeting probability of node x with another node having the same
fi. In the next time, the total meeting times will be Mtotal + 1. The first part(

Mi+1
Mtotal+1

)pi

means that there will be pi probability that x will have a “good”

meeting with another node having the same social feature value fi next time.

In this case, Mi will also be incremented by 1. The second part
(

Mi
Mtotal+1

)1−pi

means that there will be 1 − pi probability for x not to meet a node with the
same fi next time. In that case, Mi will remain the same. The definition of xi

then takes the geometric mean of the two parts.
With Definition (12.2), we can break the tie in the example above. For

node x, Mi = 1, Mtotal = 2, pi = 0.5; for node y, Mi = 5, Mtotal = 10,

pi = 0.5. Using Definition (12.2), xi = (1 + 1)0.5 ∗ 1(1−0.5)

2+1 = 0.4714 and
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yi = (5 + 1)0.5 ∗ 5(1−0.5)

10+1 = 0.4979. These two results are close, reflecting
that the two nodes had the same frequency using Definition (12.1), yet they
tell us that y is better because it is more active meeting nodes.

Dynamic social features, as shown in the definitions, not only record if a
node has certain social features, but also predict the probability of this node
meeting other nodes with the same social features. Unlike the static social
features, dynamic social features change as user activities change over time.
So they can better reflect users’ dynamic contact behavior in OMSNs.

12.3.3 Calculation of Social Similarity

With nodes’dynamic social features defined, we can use the similarity metrics
such as Tanimoto [21], cosine [22], Euclidean [23], and weighted Euclidean
[24] derived from data mining [25] to calculate the social similarity S(x, y)
of two nodes x and y. We finally decide to use the Euclidean similarity metric
because it does not require the calculation of additional weighting values and
performs slightly better than Tanimoto and cosine in terms of latency when
these metrics are compared in our simulations [24].

Euclidean Similarity Metric

After normalizing the original definition of the Euclidean similarity [23] in
data mining to the range of [0, 1] and subtracting it from 1, it is now defined
as follows:

S(x, y) = 1 −

√
m∑

i=1
(yi − xi)2

√
m

.

Using the Euclidean similarity metric, if two nodes x and y have the same
dynamic social features, e.g., xi = yi, then S(x, y) = 1. In other words,
they have 0 social similarity gap. So the social similarity gap of two nodes is
defined as 1 − S(x, y).

Here is how the metric is used in our algorithms. Suppose
we consider three social features 〈City, Language, Position〉 of the
nodes in the network. Assume destination d has social feature values
〈NewY ork, English, Student〉. The vector of d is set to 〈1, 1, 1〉 because
this is our target. Suppose there are two relay candidates x and y. We want to
decide which is a better one to deliver the message to the destination. From
the history of observation, node x has met people from New York 70% of the
time, people who speak English 93% of the time, and students 41% of the
time. If we use Definition (12.1) of the dynamic social features, node x has a
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vector of x = 〈0.7, 0.93, 0.41〉. Suppose y’s vector is y = 〈0.23, 0.81, 0.5〉.
Using the Euclidean social similarity, S(x, d) = 0.62 and S(y, d) = 0.46.
So x has a social similarity gap of 1 − 0.62 = 0.38 to d and y has a social
similarity gap of 0.54 to d. Thus, x is more socially similar to d and therefore
is more likely to deliver the message to the destination. Definition (12.2) of
the dynamic social features can be used in a similar way.

12.4 Multicast Routing Protocols

In this section, we propose a social similarity-based multicast framework that
selects the best forwarding nodes depending on the social similarity of nodes
using dynamic social features and a compare-split scheme. Here, we assume
that there is one multicast source. If there are multiple multicast sources, then
the framework can be used by each individual source to multicast messages.
In the framework, when the social similarities of the nodes are calculated
using dynamic social feature Definitions (12.1) and (12.2), the resulting
multicast algorithms are called Multi-SoSim and E-Multi-SoSim, respectively.

12.4.1 Social Similarity-based Multicast Framework

Our multicast framework is shown in Figure 12.1. In the beginning, suppose a
source node s has a message to send to a set of destinations which we refer to
as its destination set Ds = {d1, d2, . . . , dk}. The destination sets of all of the
other nodes are initially empty. The message holder is denoted as x. Initially,
x is the source node s.

If the message holder x meets a node y, we first check whether y is one of
the destinations. If it is, x will deliver the message to y and remove it from its
destination set. Next, we combine the destination sets of x and y into Dxy and
make the destination sets Dx and Dy empty. Then, we use a compare-split
scheme to split the destinations in Dxy to Dx and Dy by comparing the social
similarity of each of the destinations di with x and y. The social similarity
S(x, y) of x and y is calculated either by dynamic social feature Definition
(12.1) or by (12.2). If y is more socially similar to di, then di will be placed
into Dy, meaning that y will be the next forwarder for the message destined
for di; otherwise, di will be put into Dx. After this, nodes x and y will become
new message holders and the process will repeat until all of the destinations
have received the message.

Starting from the source node s and through the splits in the middle, the
multicast process naturally forms a tree. It follows the cost reduction intuition
that the destinations should share the paths on the tree as long as possible until
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Figure 12.1 Our multicast framework.

a better node appears to carry over some of the destinations. This idea can be
clearly presented in the example shown in Figure 12.2. In the figure, the label
in a solid circle represents an intermediate relay and the label in a dashed circle
represents a destination. Initially, the source node or message holder x has a
message to deliver to the destination set Dx = {d1, d2, d3, d4, d5}. When x
meets a node y, if destinations d1, d3, d5 are more socially similar to x than y,
they will be allocated to Dx, and d2, d4 will be allocated to Dy if they are more
socially similar to y. The notation “S(x, di : dj : dk) > S(y, di : dj : dk)”
is a shortened form of “S(x, di) > S(y, di) and S(x, dj) > S(y, dj) and
S(x, dk) > S(y, dk).” Later, when x meets node a and a meets node b, they
will make decisions following the same rule. The multicast tree continues
expanding until all of the destinations are reached.
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Figure 12.2 A tree showing the multicast process. The notation “S(x, di : dj : dk) >
S(y, di : dj : dk)” means “S(x, di) > S(y, di) and S(x, dj) > S(y, dj) and S(x, dk) >
S(y, dk).”

12.5 Analysis

In this section, we analyze the properties of our algorithms.

12.5.1 Property of Dynamic Social Feature Definition (12.2)

Theorem 1. Suppose node x has met Mxi nodes with a certain social feature
out of Mxtotal nodes it has met so far and node y has met Myi nodes with the
same social feature out of Mytotal nodes it has met so far. Assume they have
the same meeting frequency pi = Mxi/Mxtotal = Myi/Mytotal with these
nodes, and Mxtotal ≤ Mytotal. According to Definition (12.2) of the dynamic

social features, xi = ( Mxi+1
Mxtotal+1)pi ∗( Mxi

Mxtotal+1)1−pi and yi = ( Myi+1
Mytotal+1)pi ∗

( Myi

Mytotal+1)1−pi . Then, xi ≤ yi. That is, Definition (12.2) breaks the tie of the
same frequency by favoring the more active node.

Proof. To prove xi ≤ yi, it is equivalent to proving that xi − yi ≤ 0.
Expandingxi andyi and replacingMxi bypiMxtotal andMyi bypiMytotal, it is
to prove that
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(piMxtotal + 1)piM1−pi

xtotal

Mxtotal + 1
− (pi ∗ Mytotal + 1)piM1−pi

ytotal

Mytotal + 1
≤ 0.

Multiplying the two sides by (Mxtotal + 1)(Mytotal + 1)Mpi

xtotalM
pi

ytotal, we
get (piMxtotal + 1)piMxtotal(Mytotal + 1)Mpi

ytotal − (piMytotal + 1)pi

Mytotal(Mxtotal + 1)Mpi

xtotal ≤ 0. Rearranging the inequality, it is to
prove that(

piMxtotalMytotal + Mytotal

piMxtotalMytotal + Mxtotal

)pi

≤ MxtotalMytotal + Mytotal

MxtotalMytotal + Mxtotal
.

Since Mytotal ≥ Mxtotal,
piMxtotalMytotal+Mytotal

piMxtotalMytotal+Mxtotal
≥ 1. So the left side is a

non-decreasing function with the increase of pi. The maximum pi is 1, so the
maximum value of the left side is MxtotalMytotal+Mytotal

MxtotalMytotal+Mxtotal
, which is the right

side. Therefore, the left side is less or equal to the right side. This proves the
theorem.

12.5.2 The Number of Forwardings

Theorem 2. In our routing framework, if there is only one destination d in the
destination set D, the expected number of forwardings to reach the destination
from source s is ln g + 1, where g is the social similarity gap from s to d.

Proof. The source node s has a social similarity gap g to the destination d.
To reach d, the message will be delivered to a node with a smaller gap to d in
each forwarding. For the convenience of later deduction, we set the gap from
source s to d to be 1 and define the gap within which to reach d in one hop
to be β as shown in Figure 12.3(a). In other words, if the message holder is
within gap β to d, that node can deliver the message to d in one hop. Since the
gap length is β and the gap from s to d is 1, the probability of a node falling
in such a gap is β. So β is also the probability to reach d in one hop. Relative
to the original gap g between s and d, gap β is equal to 1

g .
Now, let us calculate the probability to reach d in h hops from s. If h = 1,

that means d can be reached from s in one hop. That probability is β according
to the above explanation. If h = 2, that means d can be reached from s in
two hops. Then, there should be a relay lying between s and d as shown in
Figure 12.3(b). Assume the gap from s to the relay is x and the gap from the
relay to d is 1−x. Now, the probability to reach d from s in two hops becomes

β
1−x . Since x is in the range of [0, 1 − β], the overall probability to reach d
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Figure 12.3 (a) One destination d, whose gap to source s is 1. The range to reach d in one
hop is β = 1/g. (b) Reaching d in 2 hops via the relay node. The gap from s to the relay is x,
and the gap from the relay to d is 1 − x. (c) Two destinations d1 and d2, whose gaps to s are
g1 and g, respectively. We construct the range [g1 − eh, g1 + eh] around g1 to calculate the
expected number of extra forwardings to reach d1 after splitting.

in two hops should be
∫ 1−β
0

β
1−xdx. The same reasoning can be extended to

calculate the probability to reach d in h hops.
Therefore, the probability to reach d in
1 hop from s is: β,

2 hops from s is:
∫ 1−β
0

β
1−xdx = β ln 1

β ,

3 hops is:
∫ 1−β
0

∫ 1−β
x1

β
(1−x1)(1−x2)dx2dx1 = β

2!(ln
1
β )2,

· · · ,
h hops is:

∫ 1−β
0

∫ 1−β
x1

· · · ∫ 1−β
xh−1

β
(1−x1)(1−x2)···(1−xh−1)dxh−1 · · · dx1

= β
h!(ln

1
β )h, and so on.

These probabilities form a distribution as their summation
∑∞

h=0
β
h!(ln

1
β )h is 1

using the Taylor series for the exponential function ex. Therefore, the expected
number of forwardings is as follows: β · 1 + β ln 1

β · 2 + β
2!(ln

1
β )2 · 3 + · · · =

1 + (ln 1
β )
∑∞

h=1
β

(h−1)!(ln
1
β )h−1. Using the Taylor series for ex again, it is

equal to 1 + ln 1
β · β · e

ln 1
β = 1 + ln 1

β = ln g + 1.
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Theorem 3. The expected number of forwardings in our routing framework
with k(k > 1) destinations is

∑k−1
i=1 ln(min(g−gi, gi))+ln g+O(k), where

gi(1 ≤ i ≤ k − 1) is the social similarity gap from source s to destination
di and gk = g is the social similarity gap from the source to the farthest
destination dk.

Proof. In our routing framework, the rule of compare-split is that when a
message holder with k destinations meets another node, a destination di should
be carried by the node that has a smaller social similarity gap to that destination.
Let us first look at the 2-destination case as shown in Figure 12.3(c). Assume
the social similarity gaps from source s to the farther destination d2 and to the
closer destination d1 are g2 = g and g1, respectively. We know from Theorem
12.5.2 that the expected number of forwardings to reach d2 is ln g + 1. Now,
let us calculate the extra number of forwardings needed to reach d1 after
the two destinations split. From Theorem 12.5.2, the expected number of
forwardings h to reach a destination with gap g from the source is ln g +1. So
g = eh−1. That means, if the message holder meets a node within the range
of [g1 − e0, g1 + e0], the expected number of hops to reach d1 is 1(h = 1). If
the message holder meets a node within the range of [g1 − e1, g1 + e1] but not
within the range of [g1 −e0, g1 +e0], the expected number of hops to reach d1
is 2(h = 2). In general, if the message holder meets a node within the range
of [g1 − eh, g1 + eh] but not within the range of [g1 − eh−1, g1 + eh−1], the
expected number of hops to reach d1 is h+1 and the probability to meet such
a node is 2eh

g−g1+eh from the gap range. Now, we discuss two cases: (1). g1 ≤ g
2

and (2). g1 > g
2 .

In case (1), if the two destinations split at the h + 1 (h ≥ 0) hop, the
expected number of extra forwardings to reach d1 is

1 · 2e0

g−g1+e0 + 2 · ( 2e1

g−g1+e1 − 2e0

g−g1+e0 ) + 3 · ( 2e2

g−g1+e2 − 2e1

g−g1+e1 )

+ · · · + �ln g1	(1 − 2e�ln g1�−1

g−g1+e�ln g1�−1 ) = �ln g1	 −∑�ln g1�−1
h=0

2eh

g−g1+eh .

From g1 ≤ g
2 and e�ln g1� ≤ g1, we have

∑�ln g1�−1
h=0

2eh

2(g−g1) ≤∑�ln g1�−1
h=0

2eh

g−g1+eh ≤∑�ln g1�−1
h=0

2eh

g−g1
.

That is, 1
2

2(g1−1)
(g−g1)(e−1) ≤∑�ln g1�−1

h=0
2eh

g−g1+eh ≤ 2(g1−1)
(g−g1)(e−1) .

Again from g1 ≤ g
2 ,
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1
2 · 2

e−1 ≤∑�ln g1�−1
h=0

2eh

g−g1+eh ≤ 2
e−1 .

This means that
∑�ln g1�−1

h=0
2eh

g−g1+eh is a constant. So the expected number of
extra forwardings to reach d1 is ln g1 + O(1).

In case (2), if the two destinations split at the h + 1 (h ≥ 0) hop,
the expected number of extra forwardings to reach d1 is 1 · 2e0

g−g1+e0 +

2 · ( 2e1

g−g1+e1 − 2e0

g−g1+e0 ) + 3 · ( 2e2

g−g1+e2 − 2e1

g−g1+e1 ) + · · · + �ln(g − g1)	
(1 − 2e�ln(g−g1)�−1

g−g1+e�ln(g−g1)�−1 ) = ln(g − g1) + O(1).
Combining the cases (1) and (2), the expected number of extra forwardings

to reach d1 is ln(min(g − g1, g1)) + O(1). Adding the expected number of
forwardings to reach d2, the total expected number of forwardings to reach
the two destinations is ln(min(g − g1, g1)) + ln g + O(1).

We extend the same analysis idea to the k-destination case. The expected
number of forwardings to reach the farthest destination dk is ln g + 1, and
the expected number of extra forwardings to reach each other destination
di(i 
= k) is ln(min(g − gi, gi)) + ln g + O(1). Then, the total expected
number of forwardings to reach all of the k destinations is

∑k−1
i=1 ln(min(g −

gi, gi)) + ln g + O(k).

12.5.3 The Number of Copies

Theorem 4. The number of copies produced by our routing framework is k,
where k is the number of destinations in the multicast set.

Proof. It is trivial to see that each split of the destinations will produce one
extra copy. There are k destinations, so it takes k − 1 splits to separate the k
destinations into individual ones. Adding the original one copy, the number
of copies produced by our routing framework is k.

12.6 Simulations

In this section, we evaluate the performance of our multicast algorithms by
comparing them with their variations and the existing ones using a custom
simulator written in Java. The simulations were conducted using a real
conference trace [26] representing an OMSN created at INFOCOM 2006. The
trace dataset consists of two parts: contacts between the iMote devices that
were carried by conference participants and the self-reported social features
of the participants, which were collected using a questionnaire form. The
six social features considered were Affiliation, City, Nationality, Language,
Country, and Position.
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12.6.1 Algorithms Compared

We compared the following related multicast protocols.

1. The Flooding Algorithm (Flooding) [16]: The message is spread epidem-
ically throughout the network until it reaches all of the destinations.

2. The Social Profile-based Multicast Routing Algorithm (SPM) [14]: The
multicast algorithm based on static social features in user profiles.

3. The Multi-SoSim Algorithm (Multi-SoSim): Our multicast algorithm
based on dynamic social feature Definition (12.1) and using the Euclidean
social similarity metric.

4. The E-Multi-SoSim Algorithm (E-Multi-SoSim): Our multicast algorithm
based on dynamic social feature Definition (12.2) and using the Euclidean
social similarity metric.

5. Variation 1 of the Multi-SoSim Algorithm (Multi-FwdNew): This algo-
rithm is similar to Multi-SoSim, but a message holder only forwards the
message to a newly met node whose destination set is empty.

6. Variation 2 of the Multi-SoSim Algorithm (Multi-Unicast): The message
to multiple destinations is delivered by multiple independent unicasts
(from the source to each of these destinations), where each unicast is
conducted using dynamic social features.

12.6.2 Evaluation Metrics

We used three important metrics to evaluate the performance of the multicast
algorithms. Since a multicast involves multiple destinations, we define a
successful multicast as the one that successfully delivers the message to all
of the destinations. The three metrics are as follows: (1) delivery ratio: the
ratio of the number of successful multicasts to the number of total multicasts
generated; (2) delivery latency: the time between when the source starts
to deliver the message and when all of the destinations have received the
message; and (3) number of forwardings: the number of forwardings needed
to deliver the message to all of the destinations.

12.6.3 Simulation Setup

In our simulations, we divided the whole trace time into 10 intervals. Thus, 1
time interval is 0.1 of the total time length and 10 time intervals make up the
length of the whole trace. For each of the algorithms compared, we tried the
sizes of the destination sets to be 5 and 10. In each experiment, we randomly
generated a source and its destination set. We ran each algorithm 300 times
and averaged the results of the evaluation metrics.
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12.6.4 Simulation Results

The simulation results with 5 and 10 destinations are shown in Figures 12.4
and 12.5, respectively. For the flooding algorithm, as expected, it achieves
the highest delivery ratio and the lowest delivery latency (almost close to
0 compared with others in the figures) at the cost of sending a copy to
any newly met node. Thus, it has the highest number of forwardings. The
Multi-SoSim algorithm outperforms SPM in having a higher delivery ratio
and lower latency with a little increase in the number of forwardings. This
is because the dynamic social features in Multi-SoSim can more accurately
capture node encounter behavior than the static social features in SPM so that
multicast efficiency can be improved. The little increase in the forwardings
indicates that Multi-SoSim is more actively delivering the message to the
destinations.

Figures 12.6 and 12.7 show the zoom-in simulation results of Multi-SoSim,
Multi-Unicast, and Multi-FwdNew algorithms with 5 and 10 destinations.
There is not much difference in delivery ratio and latency between Multi-
SoSim and Multi-Unicast in this simulation as their curves are overlapped in

Figure 12.4 Comparison of different algorithms with 5 destinations.

Figure 12.5 Comparison of different algorithms with 10 destinations.
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Figure 12.6 Comparison of Multi-SoSim, Multi-Unicast, and Multi-FwdNew with 5
destinations.

Figure 12.7 Comparison of Multi-SoSim, Multi-Unicast, and Multi-FwdNew with 10
destinations.

the figures. But Multi-SoSim decreases the number of forwardings in Multi-
Unicast by 16.7% and 29.9% with 5 and 10 destinations, respectively. This
is because letting the destinations share the path in Multi-SoSim can reduce
the number of forwarding nodes, especially when the number of destinations
is increased. Multi-SoSim outperforms Multi-FwdNew in delivery ratio,
latency, and the number of forwardings. With 5 destinations, the Multi-
SoSim algorithm increases the delivery ratio by 1.5%, decreases latency
by 2.0%, and decreases the number of forwardings by 6.7% compared with
Multi-FwdNew. With 10 destinations, the Multi-SoSim algorithm increases
the delivery ratio by 2.8%, decreases latency by 3.9%, and decreases the
number of forwardings by 11.6%. This is because Multi-SoSim selects a
better forwarder for each of the destinations whenever a message holder meets
another node while Multi-FwdNew does that only when a newly met node is
encountered.

Figures 12.8 and 12.9 present the comparison of Multi-SoSim and E-
Multi-SoSim algorithms with 5 and 10 destinations. With 5 destinations, the
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Figure 12.8 Comparison of Multi-SoSim and E-Multi-SoSim with 5 destinations.

Figure 12.9 Comparison of Multi-SoSim and E-Multi-SoSim with 10 destinations.

E-Multi-SoSim algorithm increases the delivery ratio by 2.1%, decreases
latency by 6.4%, and decreases the number of forwardings by 2.7% com-
pared with Multi-SoSim. With 10 destinations, the E-Multi-SoSim algorithm
increases the delivery ratio by 4.3%, decreases latency by 2.9%, and decreases
the number of forwardings by 10.6%. This is because the enhanced dynamic
social features in E-Multi-SoSim can more accurately capture nodes’dynamic
contact behavior to improve multicast efficiency.

12.7 Conclusion

In this chapter, we have proposed a novel social similarity-based multicast
framework for OMSNs where node connections are established opportunisti-
cally. We have instantiated this framework with two algorithms Multi-SoSim
and E-Multi-SoSim based on a compare-split scheme to select the best
relay node for each of the destinations in each hop to improve multicast
efficiency and dynamic and enhanced dynamic social features to capture
nodes’ contact behavior. We have conducted a theoretical analysis of our
proposed algorithms and evaluated their performance by comparing them with
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other related algorithms through simulations using a real trace representing an
OMSN. The simulation results have verified the advantages of the dynamic
social features over the static ones and the appropriateness of the compare-
split scheme adopted in our multicast algorithms. In our future work, we
plan to test our algorithms using more traces in OMSNs as they become
available.
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Abstract

The incessant development of High Quality (HQ) multimedia contents and the
trend towards the use of wireless technologies have as a consequence the need
for providing the users with an adequate level of Quality of Service (QoS) in
IEEE 802.11 networks. The IEEE 802.11e amendment aims to overcome this
situation by introducing the Enhanced Distributed Channel Access (EDCA)
access method. This new method is characterized through a group of Medium
Access Control (MAC) parameters, which are able to classify and prioritize the
different types of traffic. In this regard, the most determining parameter is
the Arbitration Inter-Frame Space Number (AIFSN). On this basis, and with
the aim of improving the performance of the voice and video applications
offered by EDCA, we propose a new AIFSN adaptation scheme. This scheme
makes use of a J48 tree classifier and a M5 regression model. Our proposal is
able to determine dynamically the optimum AIFSN values with regard to the
network conditions, maintaining the backward compatibility with the stations
that use the original IEEE 802.11 standard. The prediction algorithm is only
queried by theAccess Point (AP), without introducing additional control traffic
into the network, making it possible to use it in real time. With respect to the
standard EDCA values, the results show an enhancement in the quality of the
voice and video communications and a significant reduction in the number of
the retransmission attempts.
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13.1 Introduction

Over the past few years, wireless technologies have become imperative in the
context of networking and communications. Their simplicity of deployment,
multimedia content support and lower cost are displacing the traditional wired
networks. In order to define this networking model, the Institute of Electrical
and Electronics Engineers (IEEE) developed the 802.11 standard [1], which
introduces the set of media access and physical layers specifications for
implementing Wireless Local Area Networks (WLANs). However, the use
of the Internet and the consumption patterns are changing rapidly, especially
those related to multimedia contents. The nature of such contents involves
temporal restrictions that require Quality of Service (QoS) mechanisms to
ensure an adequate level of satisfaction in the user perception. For this reason,
the IEEE 802.11e amendment [2] was released with the aim of classifying and
prioritizing the different types of traffic in wireless networks.

One of the most relevant features introduced by the IEEE 802.11e
amendment is the possibility of differentiating traffic flows and services. As a
consequence, the QoS level of the wireless network is notably improved. For
this purpose, this amendment defines a new contention-based channel access
method called Enhanced Distributed Channel Access (EDCA), which allows
for the prioritization of the different types of traffic, making use of a set of
user priorities. To this end, several values for the medium access parameters
are defined. These parameters include the value of the Arbitration Inter-Frame
Spacing Number (AIFSN), the size of the Contention Window (CW), and the
Transmission Opportunity interval (TXOP). Nevertheless, in some research
it has been demonstrated that EDCA does not provide the required QoS level
for real-time applications. This situation worsens in the cases in which the
network is partially or fully composed of stations that only support the IEEE
802.11 standard and the traffic load level increases.

The application of Artificial Intelligence (AI) and Data Mining (DM)
techniques allows traffic patterns to be found in a network, making it possible
to prioritize each traffic flow accordingly. As a result, a higher level of
QoS and a general improvement in the performance are achieved. In this
chapter we propose a new prediction scheme for the AIFSN priority values
based on network conditions, focusing on the temporal restrictions of the
voice and video transmissions and enhancing their normalized throughput.
This operation can be performed dynamically in the Access Point (AP)
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of the network without altering the remaining devices, therefore main-
taining full compatibility. Furthermore, the adjustment of these parameters
does not introduce additional control traffic into the network. In short, the
main contribution of the proposed model is to address the existing limi-
tations of the IEEE 802.11e amendment, providing QoS mechanisms for
multimedia transmissions and maintaining the compatibility with existing
devices.

The remainder of this chapter is organized as follows. Section 13.2 reviews
the IEEE 802.11e amendment and gives some background information on the
points that aim to improve the QoS level offered by EDCA. In Section 13.3,
the process of supervised learning of the chosen predictive models is described.
In Section 13.4, we present the proposed prediction scheme and the process
followed throughout its design. The results of the performance evaluation
and a comparison with the AIFSN configuration defined in the IEEE 802.11e
amendment are described in Section 13.5. Finally, Section 13.6 provides some
concluding remarks on our proposal.

13.2 QoS in IEEE 802.11 Networks

Initially, the original IEEE 802.11 standard introduced two medium access
functions: the Distributed Coordination Function (DCF) and the Point Coor-
dination Function (PCF). However, these medium access functions are not able
to differentiate traffic flows and provide the required QoS level. Therefore, the
IEEE formed a working group with the task of developing the IEEE 802.11e
amendment that considered these aspects.

13.2.1 IEEE 802.11e

The IEEE 802.11e amendment was developed with the aim of providing QoS
support and meeting the voice and video streams requirements over IEEE
802.11 WLANs [2]. As backward compatibility must be kept, a distinction is
drawn between the stations that support QoS (QSTAs) and the stations that
do not offer such support (nQSTAs), only using DCF. For this purpose, the
802.11e amendment implements the Hybrid Coordination Function (HCF)
and, thus, its two contention-based channel access methods: HCF Controlled
Channel Access (HCCA) and EDCA. According to this amendment, the
implementation of the HCF coordination function is mandatory for all the
QSTAs. Nevertheless, only EDCA is supported by the commercial network
cards on current devices as a method for accessing the wireless medium.
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The EDCA channel access method distinguishes between eight different
User Priorities (UPs). Moreover, four Access Categories (ACs) are defined,
which are derived from the UPs and are able to classify and prioritize the traffic
streams. In this way, in order from highest to lowest priority, Voice (VO), Video
(VI), Best Effort (BE) and Background (BK) access categories are considered,
as shown in Figure 13.1. Each one of these ACs works on its own transmission
queue and is characterized by an EDCA parameter set. This EDCA parameter
set specifies a priority level by using an AIFSN value, a specific duration for
the CW and a TXOP interval. Thus, the AP sends this EDCA parameter set via
beacon frames to the stations of a Basic Service Set (BSS). The IEEE 802.11e
amendment allows the APs to modify the aforementioned values. However,
no mechanism is considered in this amendment for carrying out this task and
most commercial devices do not implement such a service.

TheAIFSN determines theArbitration Inter-Frame Spacing (AIFS), which
is the period of time that a station has to wait until it is allowed to initiate a
new transmission. The AIFS for each AC is shown in Equation (13.1), where
the SlotTime denotes the duration of a slot according to the physical layer, and
the Short Inter-frame Space (SIFS) refers to the amount of time used by high
priority actions that require an immediate response.

Figure 13.1 EDCA access categories mapping.



13.2 QoS in IEEE 802.11 Networks 369

AIFS[AC] = AIFSN[AC] · SlotTime + SIFS (13.1)

Moreover, the stations are assigned anAIFSN value according to their priority,
which must be higher than or equal to 2. In order to provide a fair transmission
for the legacy stations, the IEEE 802.11e amendment defines a standard
combination of AIFSN parameters, as shown in Table 13.1. Meanwhile, the
CW size determines the length of time that a station must wait until it is able
to conclude the Backoff algorithm. In this way, the CW values are assigned
in the inverse order to that of the priority of the corresponding AC. TXOPs
allows it to transmit multiple streams without gaining medium access every
time that a frame is transmitted and are usually used for real-time applications.

With regard to these parameters, the AIFSN plays the most important role
in order to ensure optimum traffic differentiation. In [3], Villalón et al. show
several scenarios in which a set of configurations for the AIFSN and CW
are taken into account. In this case, they prove that the AIFSN has a greater
relevance when identifying priorities than the CW. This conclusion was also
reached by Hui et al. in [4], who proved that both the collisions and access
media delay decrease, allowing for an improvement in the global throughput
of the network.

13.2.2 Dynamic Adaptation in IEEE 802.11e

Wireless network conditions, such as the traffic load, can change over time.
Consequently, several dynamic proposals that consider the aforementioned
circumstances have emerged. Their main aim is to adapt the EDCA parameter
set, i.e., to identify the optimal values for the AIFSN, CWmax, CWmin and
TXOP parameters.

An approach with this same goal is presented in [5], where He et al. take
into account three possible load levels, showing the behavior of the proposed
scheme under different network conditions. This proposal achieves a reduction
in the number of retransmission attempts and an enhancement in the network
performance. In spite of this, there is a drop in the amount of voice and video
information transmitted, which impairs its temporal restrictions.

Table 13.1 Default EDCA parameter set for IEEE 802.11g PHY layer
AC CWmin CWmax AIFSN TXOP
AC BK aCWmin aCWmax 7 –
AC BE aCWmin aCWmax 3 –
AC VI (aCWmin + 1)/2 − 1 aCWmin 2 3.008 ms
AC VO (aCWmin + 1)/4 − 1 (aCWmin + 1)/2 − 1 2 1.504 ms
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In [6] Nilsson et al. introduce an adaptation scheme by using the CW
size, achieving better results than EDCA. However, compatibility with legacy
DCF stations is not considered. Banchs et al. introduce in [7] a new way of
offering backward compatibility with the DCF stations. This algorithm is able
to prioritize the voice and video frames over the others. As the priority of the
DCF stations cannot be modified by updating the EDCA parameter set, the
CW size is increased by retransmitting packets that are properly received by
the DCF stations. In this way, the priority of the stations that use this medium
access function decreases. Nevertheless, unnecessary traffic is introduced into
the network.

The design of an analytical model to improve the network performance
has also been taken into account. Nevertheless, most of these models make
assumptions that may not be fulfilled in real transmissions. In [8] Gallardo
et al. define a model by using Markov chains. However, they consider the same
bit rate for all the stations. In a similar way, the mathematical model presented
in [9] by Banchs et al. is only tested under network saturation conditions. In
spite of being less frequent than Markovian models, p-persistent models have
been also taken into account to overcome this situation. In [10], Mackenzie
et al. make an accurate time-domain analysis to verify the performance of the
CSMA/CA algorithm. Moreover, the operating mode of EDCA is modeled
from a different point of view. After this model is designed, it is properly
validated via simulation. Nevertheless, it is assumed that the stations always
have some information to be transmitted and that no errors occur in the wireless
channel.

As can be seen, most of these approaches are not able to keep backward
DCF compatibility and simultaneously provide a dynamic adaptation of the
EDCA parameter set without introducing additional traffic in the network.
Furthermore, in the existing literature on the topic, there is no evidence of
other research work that makes use of AI techniques to improve the QoS level
by tuning such a parameter set.

13.3 Supervised Learning

In supervised learning [11, 12], the information relative to objects or instances
is represented by a set of n input features, X = (X1, . . . , Xn), and an output
variable, Y. The process consists of learning a model, hΘ(x), from a training
dataset, (X, Y ), which contains the information relative to several objects
whose current outputs are already known (that is why it is called supervised ).
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The model is then used to predict the output value y for new cases when only
the values of their input features (x) are known. In case of regression problems,
Y ∈ R, and therefore hΘ(x) ∈ R. In classification, however, the goal is to
determine the class of a certain instance. In such a case, Y ∈ {c1, . . . , cK}.

In this work, both classification and regression algorithms are used.
Accordingly, X represents the configuration of the different parameters used
for managing the multimedia traffic in a network, whereas the output Y
represents the throughput achieved by the setting. Thus, hΘ(x) ∈ R returns the
predicted throughput of the network, y, given the parameter configuration x.

There is a large number of supervised learning models for regression, such
as Linear Regression [13], Neural Networks [14], Support Vector Machines
[15], or Regression Trees [16]. The choice of a certain model depends on
several factors. Thus, some are more powerful than others, i.e., achieve more
precision and can detect more relevant patterns in data. However, the ease
in which they can be interpreted can be an issue in some scenarios. Models
such as Neural Networks are considered Black Box models, as the information
related to underlying patterns in data cannot be drawn from them. In contrast,
regression trees are very easy to interpret and provide useful information
on the relation between input and output features. Another important issue
concerns computational complexity. For instance, obtaining y from x with a
Neural Network implies some matrix multiplications and can be too slow in
some settings. However, processing a regression tree might only require a few
comparisons.

However, the requirements of the issue in question determine directly
the type of learning model that must be selected. In particular, the application
domain of this work requires the models to be used in real-time. For this reason,
they must not be computationally complex. Furthermore, to fit the problem,
models must also be analyzable, interpretable and modifiable after they have
been learned. On this basis, the prediction scheme is finally composed of a
J48 decision tree classifier and a M5 regression model. The most relevant
features of these models and the possibilities that they may offer are detailed
below.

13.3.1 J48 Decision Tree Classifier

The J48 decision tree classifier is based on the C4.5 algorithm, which is the
successor to the ID3 algorithm [17]. This tree can be found in the weka package
for machine learning [18]. This model aims to design a decision tree that is as
short as possible.
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The algorithm follows a recursive procedure by means of a heuristic greedy
search to obtain the final model. In this way, it selects every attribute according
to its gain ratio (see Equation (13.2)). This guideline expressly refers to the
information gain obtained as a result of the classification made and the entropy
of the predictive variable, Xi.

Gain ratio =
I(C, Xi)
H(Xi)

=
H(C) − H(C/Xi)

H(Xi)
. (13.2)

The information gain is given by the expression I(C, Xi), which calculates
the amount of mutual information between Xi and C. In other words, the
algorithm evaluates the potential uncertainty when classifying an attribute Xi

on a set C. This, in turn, is calculated as the difference between the entropy of
the different outputs of the set C, H(C), and the entropy obtained after using
a certain attribute Xi, H(C, Xi). In order to prevent the variables with a wider
range of possible values from being the biggest beneficiaries when carrying
out the classification, the information gain is weighted with the entropy of the
predictive variable, H(Xi).

The algorithm divides the training data set into several subsets that are
as pure as possible until a leaf node is reached. In this respect, the following
internal node to be selected is the attribute which maximizes the aforemen-
tioned gain ratio. Once the final tree has been modeled, this algorithm also
incorporates a pruning technique to reduce its size and complexity.

In the context of this work, an example of a subtree of the J48 classifier
designed can be seen in Figure 13.2. In this way, it is possible to calculate the
label for a certain parameter combination which is situated at the leaf nodes.
This label is obtained by using the rest of the parameters as an entry point for
the tree.

13.3.2 M5Rules

The M5 algorithm [16] represents hΘ(x) ∈ R as a regression tree, and it
is very similar to its counterpart, c4.5 [17], which is used for classification
problems. In fact, given the requirements of this work, the similarities of both
algorithms and their different point of view to address a problem have also
contributed to select them as prediction models for the adaptation scheme.

A regression tree represents a partition of the input space. Each node con-
tains a condition defined over some input attribute Xi. For instance, if a node of
the tree is defined by the condition [VI channel occupancy <= 0.341],
it represents the one branch which would be used to process all objects so
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Figure 13.2 Example of subtree obtained by the J48 decision tree classifier.

that their value for variable VI channel occupancy is smaller than 0.341,
whereas the other branch would be used to process the rest of the cases. Each
leaf represents an input subspace and corresponds to all the cases which fit
the conditions represented by the path from the root of the tree to the leaf.

In M5, there are two possibilities to obtain the output values for the cases
falling into a leaf of the tree. The first one, namely regression tree, uses the
mean output value of the training data falling into that leaf as default prediction.
The second one, namely model tree, learns a multivariate linear regression
equation from the training data corresponding to the leaf, and uses it to predict
the output values.
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Figure 13.3 Example of rule induced by M5Rules.

The algorithm used in this work, namely M5Rules, is included in the weka
package for machine learning [19]. It first learns a regression (or model) tree
from training data by means of the implementation of M5 included in this
package, namely M5P, and then extracts a set of rules. Figure 13.3 shows an
example of the obtained rules. So that the value of all objects for variable
[VI channel occupancy <= 0.341], and the output value is obtained
as a linear expression from the rest (5) of the variables. The information
[151/2.844\%] indicates that 151 objects of the training dataset fall into
that leaf, and that the relative error obtained with the linear expression for
those objects is 2.844%.

13.4 AIFSN Tuning Scheme

13.4.1 Proposal Description

Recently, the consumption of multimedia contents through wireless networks
has shown a considerable increase. In this regard, the research on QoS has
become especially relevant since the IEEE 802.11e amendment was published.
However, there has been a recurring problem in such research due to the
existence of stations that only support the original IEEE 802.11 standard. Most
of these efforts are focused on improving the features of the EDCA channel
access method. However, even though the different EDCA parameters can be
adapted to network conditions, no changes can be made in the case of DCF
stations.

In IEEE 802.11e, EDCA allows it to adapt the access channel para-
meters over time in a dynamic way. Nevertheless, this feature is not used in
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commercial APs due to the complexity involved in determining the network
conditions. Furthermore, the process in charge of carrying out this task should
be as simple as possible due to the fact that the updating of the network
information must be carried out in real-time. For this reason, the standard
values of the EDCAparameter set specified in the aforementioned amendment
are usually considered by the stations that use EDCA, regardless of the network
saturation level.

The main goal of our proposal is to enhance the offered QoS level and
maximize the performance of the voice and video traffic. To achieve this goal,
our scheme aims to identify the optimal AIFSN values and adapt them to
the network conditions in order to enhance the performance offered by the
standard EDCA parameter set. At the same time, it seeks to ensure backward
compatibility between the stations that use EDCA and DCF in the BSS. Our
main aim is to enhance the audio and video performance by decreasing the
collisions between these types of applications. Accordingly, a reduction in the
global retransmission attempts and an increase in the overall performance of
the network are achieved.

When a transmission takes place, there is a large number of variable
parameters that may determine the wireless channel conditions. As a con-
sequence, deploying an adaptive scheme for the priority setting through the
AIFSN combination is not a simple task. The main conditioning factors are
described below.

• Number of active applications of each type of traffic. This is a parameter
that can be identified in a simple way by the AP. However, this value
at a particular moment in time is insufficient. That is because it cannot
provide further information about the current conditions of the network,
i.e., the scheme will not be allowed to obtain real information about the
current occupancy of the wireless channel.

• Applications bit rate. Linked to the previous one, this factor provides
more detailed information about the state of the wireless medium.
Unfortunately, it is difficult to calculate in real-time. To identify these
values it is necessary to introduce periodical control traffic in the network.
Nevertheless, this feature is not typically used in IEEE 802.11e.

• Transmission rate. Every single station may carry out its transmissions
by using a different transmission rate. Therefore, the specific period of
time that each of them keeps the channel busy is different. This parameter
would be a good way of estimating the network conditions. Nonetheless,
this value needs to be used jointly with the above factors.
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• Presence or absence of DCF legacy stations. The existence of stations
without QoS support restricts the use of priority parameters in EDCA
due to the fact that these values cannot be duly adjusted for these
stations.

• Occupancy level of the wireless medium. A good approximation of the
network status can be obtained by estimating the period of time that every
type of application makes use of the wireless channel. This value provides
in a simple way even more detailed levels of information regarding the
combined use of all the factors described above.

Due to the inherent variability of the aspects that are part of a wireless network
transmission, we must consider a scheme with low computational complexity
and capacity to adapt itself to changes over time. On the basis of these
requirements, artificial intelligence techniques are used in order to identify
and interpret traffic patterns. Furthermore, such techniques are capable of
making decisions based both on their previous decision and on the behaviour
of the network.

In order to address such a problem, we have considered the design of two
different predictive models. This will allow us to carry out a comparative
evaluation of the capabilities that each of them could offer in the final
scheme. These models are a J48 decision tree classifier and a M5 regression
model. Before deciding on the use of these classifiers, many others, such
as the Naive Bayes classifier, have been taken into account. However, their
main features are their low computational complexity, their self-explanatory
capacity and their high degree of adaptability to the problem, as is described
in Section 13.3. In [3, 4], it is concluded that the AIFSN is the most important
factor in the EDCA parameter set. As a consequence, the main function of
the designed models is to identify the AIFSN combination that achieves the
highest voice+video normalized throughput in every single moment regardless
of network saturation.

In this context, 9 sets of AIFSN values are selected as candidates to be
considered by the model and can be seen in Table 13.2. These values have
been chosen by gradually increasing the difference in slots of time between
the different ACs with the aim of reducing the external collisions among the
traffic transmissions. For that reason, the AIFSN value related to each AC
is suitably separated from each other. However, in those cases in which the
AIFSN for video traffic is higher than 2, its priority to access the wireless
channel is reduced with regard to the legacy stations. Given this situation, the
usage of the default AIFSN values is more advisable rather than the tuning
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Table 13.2 Set of AIFSN values analyzed
S0 S1 S2 S3 S4 S5 S6 S7 S8 S9

BK 7 8 9 8 9 12 10 12 14 14
BE 3 4 5 4 5 6 6 8 10 12
VI 2 2 2 3 3 3 4 5 6 7
VO 2 2 2 2 2 2 2 2 2 2

of this parameter. Moreover, to carry out a fair performance evaluation of
our model, this combination must be also evaluated independently. Thus, this
configuration is also included in the aforementioned table under the name S0.
The proposed combinations aim to outperform the results offered by EDCA,
enhancing the voice+video normalized throughput and the overall network
performance, mainly by reducing the external collisions among the traffic of
different ACs.

In order to design an accurate classifier, a large amount of information must
be provided during its construction. The information must contain a wide range
of different network conditions in order to acquire enough knowledge. For this
reason, previous to the learning process, a huge set of tests is carried out by
considering several factors that may compromise the network performance and
that are described in Section 13.4.2. As part of these tests, the aforementioned
9 sets of AIFSN values are considered with the aim of finding an alternative
value to the standard one in order to enhance the performance of the network.

The described parameters are used as an entry point for the predictive
models and must be calculated periodically. In our case, they will be calculated
once per second. After this period of time, the classifier checks whether the
previously selected AIFSN values are already the most favorable combination
or whether they need to be modified. Once the optimal AIFSN set has been
calculated by the AP, it is responsible for distributing these values embedded
in an EDCA parameter set. Distribution is handled through the beacon frames
and, therefore, no additional control traffic is introduced into the network. This
behaviour is shown in Figure 13.4.

Thus, the proposed schemes have low complexity due to the fact that the
AP only has to perform simple operation checks by using the described model,
and there is no need to transmit additional control traffic. Furthermore, this
scheme only requires making a few minor adjustments to the APs and no
changes are made to the commercial network cards. Therefore, total compat-
ibility with existing devices is maintained at the same time an enhancement
in network performance is made possible, especially for voice and video
traffic.
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Figure 13.4 MAC parameter update process.

13.4.2 Design of the Predictive Models

The design and construction of the J48 and the M5 predictive models need
to have a considerable amount of proper information that must be acquired
during the training period. In our case, this information is obtained from the
results of a set of tests that is previously performed, aiming to cover a wide
range of possible scenarios with different network conditions. This process
makes the construction of the most accurate model possible. In this regard, a
group of 18 scenarios has been designed and tested via simulation by using
Riverbed Modeler 18.0.0 [20]. These scenarios take into account applications
that utilize EDCA and those that only make use of DCF as a channel access
method. A detailed description of the traffic distributions used in this step
can be observed in Table 13.3. In this way, our proposal can guarantee full
compatibility with those stations that only support the original IEEE 802.11
standard.
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Table 13.3 Traffic proportions used for the training step
# Scenario VO VI BE BK DCF
1 20% 20% 20% 20% 20%
2 60% 10% 10% 10% 10%
3 30% 30% 10% 10% 20%
4 10% 60% 10% 10% 10%
5 30% 20% 10% 10% 30%
6 10% 10% 10% 10% 60%
7 10% 10% 20% 20% 40%
8 10% 10% 40% 30% 10%
9 50% 50% – – –
10 10% 10% 30% 30% 20%
11 60% 40% – – –
12 40% 60% – – –
13 – – 40% 30% 30%
14 30% – 20% 20% 30%
15 – 30% 20% 20% 30%
16 – – 50% 50% –
17 20% – 40% 40% –
18 – 20% 40% 40% –

The aforementioned scenarios are made up of a variable number of
stations, considering different percentages of uplink transmissions of every
type of traffic (BK, BE, VI and VO). On this basis, the traffic load level
is increased in every scenario in steps of 10 stations, causing the number
of stations to range from 10 to 80. As a result, eight combinations of the
same scenario with different traffic load levels are tested. In order to ensure
that the proposed scheme is able to adapt itself to the network conditions
independently of the transmission rate of the stations in the BSS, two different
values for this factor have been considered to carry out the tests. In this
way, all the applications share a transmission rate of 12 Mbps and 36 Mbps,
regardless of the type of traffic that they transmit. In order to provide a further
evaluation, all the tests have been carried out by using 60 different random
seeds.

Each station of the BSS transmits a different type of traffic whose charac-
teristics are shown in Table 13.4. Furthermore, the bit rate of the different
types of traffic is modeled by using a group of probability distributions.
Table 13.4 shows that the stations that only support DCF and those that
use EDCA to transmit BK and BE traffic use the same transmission source.
This source is modeled by making use of a Pareto distribution with a
location of 1.1 and a shape of 1.25. By contrast, voice traffic represents a
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Table 13.4 Traffic parameters used for predictive models design
Packet Size Data Rate

DCF 552 bytes 512 Kbps
BK 552 bytes 512 Kbps
BE 552 bytes 512 Kbps
VI 1064 bytes 800 Kbps
VO 104 bytes 20 Kbps

Constant Bit Rate (CBR) service using the G728 codec [21], whereas video
applications transmit H.264 [22] streams. In addition, multimedia applications
have temporal restrictions that are important to be modeled in the scheme.
For this purpose, deadline periods of 10 ms and 100 ms are considered for
voice and video transmissions, respectively. In this way, when any packet
remains in the transmission queue for longer than the indicated thresholds, it is
discarded.

The different tests designed to evaluate the models are performed by
making use of the proposed AIFSN configurations that can be seen in
Table 13.2. Among the values that this table contains, the AIFSN combination
proposed in the IEEE 802.11e amendment has also been considered due to the
fact that it achieves the highest performance in certain cases. Therefore, it is
a suitable combination to be chosen by the classifier. Furthermore, the results
of this combination are compared with the ones achieved by our proposal.
During the execution of each test, the characteristics of every scenario, i.e.,
the parameter combination and the traffic distribution that determine such a
scenario, remain static. These values are modified according to a given order
until all possible combinations of such parameters have been considered.
In this way, the models are allowed to acquire real knowledge. If variable
information were provided to the classifier during its development, the learning
process would be unfeasible.

Once the results of the aforementioned tests have been obtained, they must
undergo a significant pre-processing in order to extract the desired information.
Initial tests included several outcomes, such as the number of applications of
every type of traffic or the percentage of occupancy of the wireless medium.
Nevertheless, this fact is unacceptable since part of our main aim is to develop
a prediction scheme as simple as possible. Due to the wide variety of resulting
parameters, it was necessary to perform a supervised variable selection to
discard those that were unrelated. After carrying out this variable selection,
only the global and the particular level of occupancy of each type of traffic
are considered by the final models.
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Despite the pre-processing phase, there are certain differences in the way
of providing the information to the J48 classifier and the M5 model. To model
the J48 tree classifier, only the data relating to the AIFSN configurations
that achieve the highest performance of the multimedia applications have
been used. By contrast, the M5 model takes the information of all the
AIFSN combinations, regardless of the throughput achieved by each of them.
The purpose of this last model is to improve the voice+video normalized
throughput by using a group of regression functions. For this reason, the result
of the voice+video normalized throughput is added as a parameter to the model
due to the fact that this is the factor that the regression model must maximize.
Furthermore, the final model is made up of ten groups of sub-models, i.e.,
it contains one group of rules per AIFSN tested combination, which attempt
to achieve the highest voice+video performance. The few factors considered
by both the models are able to provide a good approximation of the network
conditions while allowing the construction of a simple and accurate adaptation
scheme.

Moreover, both the data pre-processing and the design of the predictive
models are carried out using Weka 3.7.0 [18]. During the aforementioned
design, a 10-fold cross-validation process is performed in order to guarantee
that both the training and the testing data sets are totally independent. The
J48 classifier achieves a hit rate of 94.90% in this process, meanwhile in the
case of the M5 regression model, an average correlation coefficient of 0.8916
and a mean absolute error of 0.0554 are obtained. The above values show the
accuracy of the proposed models and the high relation between the parameters
involved.

The training phase of classification trees and regression models usually
involve a computational complexity that could be as high as O( pN 2) for
an input with N instances and p attributes [23, 24]. However, due to the
wide variety of available data, the predictive models are built offline and
only once. For that reason, in our case, this complexity is only focused on
the computational requirements during the execution of the algorithms in
the AP, which are practically negligible. In this device, as the computational
complexity does not depend on any parameter, and the number of performed
operations is usually the same, the execution time is O(1) for both models.
Nevertheless, the computational time of these algorithms is not the same. In
contrast to the J48 tree, which only makes a few comparisons, the M5 model
requires to evaluate the voice and video traffic performance achieved by every
AIFSN configuration. For that reason, the computational time used by the first
of them is lower.
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13.5 Performance Evaluation

In this section, we carry out a performance analysis in order to verify the
proposed schemes via simulation, making use of Riverbed Modeler 18.0.0.
This suite of protocols provides the user with a wide range of models that shows
the behaviour of different kinds of networks by means of event simulation.
Moreover, Modeler allows the users to develop, evaluate and test new wireless
protocols and technologies, thus contributing to make progresses in networks
research. In this regard, a set of 20 scenarios have been designed, covering
a wide range of different network conditions. In this way, the main features
of the evaluation conducted and the results obtained during this process are
shown below.

During the performance evaluation, both stations that use DCF and EDCA
have been included. The first twelve scenarios take into account both types of
stations while in the remaining eight only EDCA stations can be found. All
these scenarios are made up of 100 stations, involving an equal proportion
of applications of each type of traffic, i.e., 20 stations per type of traffic are
included in the BSS. Despite this fact and with the aim of considering a
wireless network as real as possible, all the stations are not active at the same
time. Instead, a specific transmission probability has been assigned to every
station according to its AC, as shown in Table 13.5. These probabilities and
the variable number of active stations allow for the evaluation of our proposal
under different network saturation conditions.

The scenarios have a duration of 600 seconds and are divided into two peri-
ods. During the first one, the stations that are not transmitting any information
try to start a new transmission every 30 seconds with a probability associated
with their AC (see Table 13.5). During the second one, the transmitting
applications attempt to stop the transmission every 30 seconds with the same
probability as that previously used. With this approach, many scenarios with a
multitude of traffic loads are considered. Due to all scenarios being simulated
by using 60 different random seeds and each of them being divided into 20
time intervals, in the end, 24,000 different intervals have been tested.

The bit rate of all the applications used during the whole performance
evaluation process is assigned according to their AC. These values are the
same as the ones shown in Table 13.4. Moreover, the stations are randomly
distributed over the network coverage of the BSS. In addition, different
transmissions rates have been taken into account for all the applications
regardless of the type of traffic they transmit. In this way, and with the aim
of modeling signal propagation through the wireless medium, the Ricean [25]
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Table 13.5 Description of the set of test scenarios
# Scenario VO VI BE BK DCF
1 10% 1.5% 2% 2% 2%
2 10% 5% 2% 2% 2%
3 10% 7% 2% 2% 2%
4 8% 6% 3% 3% 7%
5 4% 2% 3% 3% 10%
6 3% 3% 4% 4% 8%
7 5% 3% 7% 7% 4%
8 6% 6% 10% 5% 5%
9 6% 9% 6% 6% 6%
10 8% – 8% 8% 8%
11 – 6% 6% 6% 9%
12 6% 6% 6% 6% 6%
13 10% 8% – – –
14 8% 4% – – –
15 6% 10% – – –
16 7% 7% 7% 7% –
17 10% – 8% 8% –
18 – 8% 7% 7% –
19 9% 8% 6% 6% –
20 9% 7% 8% – –

model has been considered. This model is characterized by a factor, k, which
determines the ratio between the power in the line-of-sight component and
the power in the scattered paths. In our case, a k factor of 32 has been used.
Furthermore, in all the analysis, IEEE 802.11g [26] defines the physical layer
of the network. Therefore, regardless of the type of application, stations use
of all the transmission rates defined in this amendment.

In order to evaluate the performed simulations, a large amount of statistical
information has been obtained. However, only some of the factors have been
selected in order to consider only those that are able to summarize the main
results. The metrics that have finally been considered include the voice+video
normalized throughput, the number of retransmission attempts, the overall
throughput of the network and the normalized throughput achieved by the
stations that use DCF. As the main aim of our proposal is to enhance the
performance of the voice and video applications, the first of these statistics
refers to the sum of the normalized throughput of such applications.

In Table 13.6, the voice+video normalized throughput results for the
24,000 simulated intervals are shown. This table presents the percentage of
30-second transmission intervals during which our proposal has experienced
losses or gains of voice+video normalized throughput with regard to the
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Table 13.6 Voice+Video normalized throughput improvements in 30 s intervals
With DCF Traffic Without DCF Traffic

J48 M5 J48 M5
Unaltered 49.42% 52.11% 35.52% 31.30%
Losses 4.49% 5.48% 2.55% 1.44%
Gain [1%–5%] 27.20% 23.37% 23.64% 17.35%
Gain [5%–10%] 8.67% 12.78% 6.68% 5.93%
Gain [10%–15%] 6.06% 2.86% 7.41% 6.89%
Gain [15%–20%] 2.01% 1.52% 4.48% 4.55%
Gain [from 20%] 2.16% 1.90% 19.73% 32.55%

existence of DCF traffic. These values have been calculated in comparison
with the results obtained from the standard AIFSN combination. Moreover,
this table includes the cases in which the results are unaltered. We have
considered as unaltered the results in which the gains or the losses are
lower than 1%. Furthermore, those cases in which our proposal experiences a
decrease in the level of performance higher than 1% have been designated as
losses.

It can be observed in Table 13.6 that in a large number of cases, the
results of our schemes remain unaltered. This situation is a consequence of
taking into account low traffic load levels in a significant amount of the tested
scenarios where all theAIFSN combinations achieve the highest performance.
In particular, in the presence of DCF traffic and depending on the network
saturation, the percentage of unaltered scenarios is higher for the scenarios
with DCF traffic than for those that only take into account EDCA stations.

There is also a small percentage of cases where our proposal experiences
small losses in performance. These losses represent 4.49% and 5.48% of the
cases (for the J48 and the M5 models, respectively) in the presence of stations
that make use of DCF, while this value is lower when only stations that use
EDCA are considered (2.55% and 1.44% of the intervals, respectively). This
situation is due to a group of wrong decisions made during the test by the
predictive models. Furthermore, the usage of a single parameter allows it to
have a good approximation of the network conditions, but it does not allow
it to identify the network conditions completely. Nevertheless, the number of
scenarios in which this situation occurs is much lower than those in which our
proposal improves upon the performance offered by EDCA. In fact, the results
show that the performance improvement is from 20% in many cases. Finally,
it can be clearly seen that the gains achieved by the J48 tree are from 20%
in 19.73% and in 32.55% of the scenarios by the M5 model in the absence of
DCF traffic.
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Figures 13.5, 13.6 and 13.7 shows a representative subset of the tested
scenarios where the traffic proportion becomes more problematic for EDCA
usage, i.e., they present the scenarios in which EDCA begins to suffer
performance losses. The first eight scenarios of this subset take into account
both stations without QoS support and those that make use of EDCA. However,
in the remaining four scenarios of these figures only stations which use EDCA
are considered. Meanwhile, in Figure 13.8 only a subgroup of scenarios with
both types of stations is considered due to the fact that the DCF normalized
throughput is evaluated.

During the simulations, twenty intervals with many different traffic load
levels are taken into account. The first and the last five intervals have the
lowest traffic load due to the fact that all the stations are starting or ending
their transmissions. When the traffic load of the network is low, all the tested
AIFSN combinations offer the highest throughput. In this way, the results of
both the standard AIFSN combination and those of the proposal are identical.
For this reason, only the ten remaining intervals are shown in Figure 13.5,
in which the standard values start to suffer traffic losses. In this figure, the
voice+video normalized throughput is shown. It can be observed that in all
cases the throughput achieved by our proposal is higher than when using the
standard AIFSN values. Furthermore, it is shown that the difference is even
greater in scenarios without DCF traffic. In these cases, an improvement of
from 35% can be obtained.

The improvement achieved by our proposal is a direct consequence of
decreasing the amount of collisions in the network. Furthermore, the proposed
models offer a reduction in the number of retransmission attempts as can be
seen in Figure 13.6. These decreases have a direct impact on the improvement
of the global throughput of the network, which is illustrated in Figure 13.7.

The gradual separation of the AIFSN values assigned to the different ACs,
especially in the cases in which theAIFSN value for video traffic is higher than
2 slots, allows the stations that only support the original IEEE 802.11 standard
to be given a higher priority to access the wireless channel. Therefore, our
models are not only able to maintain the compatibility with the aforementioned
stations, but also to enhance their offered performance. In this way, the eight
most representative scenarios in which DCF transmissions take place have
been selected in order to show this improvement. The results of these scenarios
can be observed in Figure 13.8. In spite of providing a higher priority to the
legacy stations and improving their performance, our schemes do not only not
penalize the voice and video applications, but also enhances the throughput
offered, as can be seen in Figure 13.5.
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Figure 13.5 Voice+Video normalized throughput.
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Figure 13.6 Overall retransmission attempts.
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Figure 13.7 Global norm. throughput.
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Figure 13.8 DCF normalized throughput.

Suitable selection of the AIFSN values contributes not only to enhancing
the performance offered by the voice and video applications, but also to
improving the throughput of the remaining types of traffic and the overall
quality of the network. This can be verified in Table 13.7, which summarizes
the average enhancements that the designed models achieve in all the scenarios
evaluated. According to the statistic information shown in this table, both the

Table 13.7 Overview of the performance evaluation results
With DCF Traffic Without DCF Traffic

Standard J48 M5 Standard J48 M5
VO+VI Norm. Th. 0.9259 0.9440 0.9438 0.7759 0.8790 0.9338
Retrans. per Pkt 0.5447 0.4459 0.4271 0.4604 0.3428 0.3329
Global Norm. Th. 0.6014 0.6199 0.6225 0.6776 0.6965 0.7010
DCF Norm. Th. 0.5498 0.6790 0.7118 – – –
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J48 tree classifier and the M5 regression model are able to improve the results
obtained for all the selected performance metrics, regardless the presence of
legacy stations in the network.

Although the nature of the designed prediction models is very similar,
their distinguishing features make them especially suitable depending on the
network conditions. The presence of legacy stations in the network and, in
particular, the amount of time that they make use of the channel can be
considered a key element in the selection of the most precise prediction
scheme. The M5 regression model offers more accurate results in terms of
voice+video throughput in cases where the traffic load of the stations that
use DCF is low. By contrast, the prediction given by the J48 tree classifier
is more appropriate when this amount of DCF transmissions becomes high.
Nevertheless, the M5 model outperforms the global performance of the
network in almost the previously aforementioned scenarios with regard to
the J48 tree. Moreover, it also enhances the normalized throughput of the
DCF traffic.

13.6 Conclusions

The demand for multimedia services is growing fast, especially in real-time
applications which require an adequate level of QoS. On this basis, the use of
AI techniques contributes to find traffic patterns and enhance the performance
of the network. In this chapter, we have proposed a prediction scheme for
improving the voice and video communications over WLANs, making use of
a J48 tree classifier and a M5 regression model previously designed. With this
aim, it is able to dynamically adapt the standardAIFSN combination defined in
IEEE 802.11e, while allowing for the compatibility with the stations that only
support the original IEEE 802.11 standard. This scheme is only queried by
the AP of the BSS, which transmits the calculated values to all the remaining
stations without introducing additional control traffic into the network.

The experimental results show that our proposal outperforms the
voice+video normalized throughput of the standard AIFSN combination
defined in IEEE 802.11e, achieving in that way an improvement of from 20%
in some scenarios. It is also shown that a suitable separation of the AIFSN
values from each other for every AC leads to a reduction in the amount of
external collisions between the traffic of different ACs. As a consequence, the
global throughput of the network is also enhanced. Furthermore, and mainly
due to its simplicity, the proposed scheme is able to be executed in real-time.
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The IEEE 802.11e amendment seeks to ensure QoS support to delay-
sensitive multimedia applications in any type of scenario. As this amendment
states that compatibility with the legacy stations must be kept, the AIFSN
combination that it defines must suit a wide range of traffic conditions,
including those in which stations without QoS support are considered. For
this reason, and especially under these traffic conditions, there is considerable
scope for improvement of the QoS level. Accordingly, the improvements
achieved by our proposal were greater in the absence of applications that
use DCF.

The designed prediction models achieve different results depending on
the status of the network traffic. Therefore, it may be beneficial to attempt the
design of a new dynamic scheme that is able to combine the strengths of each
approach in order to select in every moment the model that more suits the
network conditions.
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